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#### Abstract

A multiscale numerical method is proposed for the solution of semi-linear elliptic stochastic partial differential equations with localized uncertainties and non-linearities, the uncertainties being modeled by a set of random parameters. It relies on a domain decomposition method which introduces several subdomains of interest (called patches) containing the different sources of uncertainties and non-linearities. An iterative algorithm is then introduced, which requires the solution of a sequence of linear global problems (with deterministic operators and uncertain right-hand sides), and non-linear local problems (with uncertain operators and/or right-hand sides) over the patches. Non-linear local problems are solved using an adaptive sampling-based least-squares method for the construction of sparse polynomial approximations of local solutions as functions of the random parameters. Consistency, convergence and robustness of the algorithm are proved under general assumptions on the semi-linear elliptic operator. A convergence acceleration technique (Aitken's dynamic relaxation) is also introduced to speed up the convergence of the algorithm. The performances of the proposed method are illustrated through numerical experiments carried out on a stationary non-linear diffusion-reaction problem.
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Uncertainty quantification has become a topical issue in computational sciences and engineering. Numerous methods have been proposed to propagate uncertainties through models governed by partial differential equations (see e.g. $[1,2,3])$. While these methods have reached a certain degree of maturity and become nowadays widespread, a major concern has emerged for multiscale models where uncertainties occur at various scales.

Several numerical methods dedicated to deterministic multiscale models have been extended to the stochastic framework. For multiscale problems with global sources of uncertainties, spectral stochastic methods have been combined with deterministic multiscale methods, e.g. the multiscale finite element method (FEM) [4], the variational multiscale method [5] or the heterogeneous multiscale method [6], leading to the so-called multiscale stochastic FEM [7] and its variants $[8,9,10,11,12,13,14,15]$. These methods are well adapted to global uncertainties and are proved to be efficient when assuming small random fluctuations and scale separation.

[^0]Meanwhile, traditional substructuring and domain decomposition methods have been introduced for stochastic monoscale models [16, 17, 18] and recently extended to multiscale models [19, 20] in order to benefit from scalable parallel algorithms available in the deterministic framework. These methods are also well adapted to problems where the uncertainties are scattered in the whole domain.

The present work focuses on non-linear stochastic multiscale models where localized sources of uncertainties and non-linearities may occur in some regions of interest. Concurrent approaches, initially developed in the deterministic framework, have been proposed to couple numerical models. First of all, mono-model approaches currently rely on adaptive remeshing strategies [21, 22] or enrichment techniques (e.g. the eXtended FEM [23, 24] or the Generalized FEM [25]) and generally require high computational resources or specific (intrusive) implementations. Conversely, multi-model approaches based on patches have a high potential to manage complex multiscale problems by operating a separation of scales. The separation of scales allows to capture the local features of multiscale solutions at a micro scale (local level) while keeping a simplified global description at a macro scale (global level). Several multiscale coupling methods have been developed within the deterministic framework and some have been extended to the stochastic framework. They distinguish themselves by the way of defining and constructing the coupling operator between global and local models. First, superposition methods, such as the method of finite element patches [26, 27] and the method of harmonic patches [28], consist in adding a fine local correction to a coarse global solution. Second, surface coupling methods include the Chimera-Schwarz method [29, 30], the Semi-Schwarz method [31], the Semi-Schwarz-Lagrange method [32, 33, 34, 35] and the local multigrid method $[36,37,38,39]$. Both multiscale superposition and surface coupling methods are based on global-local iterative algorithms originally developed for domain decomposition methods or multigrid methods. Nevertheless, the former can be interpreted as a local model refinement technique, while the latter can be seen as a local model substitution technique. Third, volume coupling methods, such as the Arlequin method [40], belong to the class of overlapping domain decomposition methods and require the definition of a coupling zone between the different models. Among all these multi-model approaches, few have been explored in the stochastic framework. The Arlequin (volume coupling) method has been applied to deterministic-stochastic coupling in [41, 42] for homogenization purposes. Besides, the Semi-Schwarz-Lagrange (surface coupling) method has been recently extended to linear stochastic multiscale models with localized sources of uncertainties in [43].

This work extends [43] to a class of non-linear stochastic multiscale models. Alternative multiscale approaches have been recently proposed to handle non-linear elliptic problems. For semi-linear elliptic equations, we refer to the variational multiscale method proposed in [44], while for other non-linear elliptic equations, we refer to the multiscale FEM presented in [45, 46], the variational multiscale method developed in [47] or the heterogeneous multiscale method proposed in [48]. In the present work, a dedicated multiscale method based on a domain decomposition is proposed to exploit the localized side of uncertainties and non-linearities. It relies on a globallocal iterative algorithm which requires the solution of a sequence of linear global problems (with deterministic operators and uncertain right-hand sides) at a macro scale and non-linear local problems (with uncertain operators and right-hand sides) at a micro scale (over patches). Appropriate approximation spaces and solvers can be considered to solve both types of problems efficiently. This multiscale approach then appears to be flexible and non-intrusive in the sense that it requires no modification of both global and local models and solvers, which makes possible the use of stand-alone codes. The main motivation is the deployment and transfer of methods towards complex large-scale industrial applications [49]. Besides, different types of uncertainties can be considered in the non-linear local models. They may be associated with some variabilities of the operator but also of the geometry, the source terms or the boundary conditions.

The remainder of the paper is structured as follows. Section 1 introduces the initial formulation of the semi-linear elliptic stochastic partial differential equation with localized uncertainties and non-linearities and states suitable assumptions. Section 2 presents the global-local (two-scale) formulation with patches containing localized variabilities and non-linearities. A global-local iterative algorithm is then introduced and analyzed in Section 3. Consistency, convergence and robustness properties are deduced from the assumptions introduced in Section 1. Subsequently, the computational aspects associated with the solution of both global and local problems are detailed in Section 4. In particular, the stochastic local problems are solved using sampling-based
(non-intrusive) approaches and working sets algorithms proposed in [50] for the adaptive construction of sparse polynomial approximations of local solutions. Finally, the proposed method is illustrated through numerical examples in Section 5.

## 1. Problem statement

Let $\xi$ denote a set of real-valued random variables modeling the different sources of uncertainties (on the operator, geometry, source terms and boundary conditions). We assume that $\xi$ takes values in a set $\Xi$ and we let $\mu$ be the probability law of $\xi$. We consider the following semi-linear second-order stochastic partial differential equation

$$
\begin{equation*}
-\nabla \cdot B(u, \nabla u ; x, \xi)+C(u, \nabla u ; x, \xi)=f(x, \xi) \quad \text { for } x \in \Omega(\xi), \tag{1a}
\end{equation*}
$$

where $\Omega(\xi)$ is an uncertain domain of $\mathbb{R}^{d}$ with sufficiently smooth (e.g. Lipschitz) boundary $\partial \Omega(\xi)$. Here $B(\cdot, \cdot ; x, \xi): \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $C(\cdot, \cdot ; x, \xi): \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$, and $f(\cdot, \xi): \Omega(\xi) \rightarrow \mathbb{R}$ is a given source term. For a given value of $\xi$, the solution $u(\cdot, \xi)$ is a function from $\Omega(\xi)$ to $\mathbb{R}$. We supply equation (1a) with the following Dirichlet and Neumann boundary conditions

$$
\begin{array}{ll}
u=0 & \text { on } \Gamma_{D}(\xi), \\
B(u, \nabla u ; x, \xi) \cdot n=g(x, \xi) & \text { on } \Gamma_{N}(\xi), \tag{1c}
\end{array}
$$

where $\Gamma_{D}(\xi)$ and $\Gamma_{N}(\xi)$ are disjoint and complementary parts of $\partial \Omega(\xi)$ such that $\overline{\Gamma_{D}(\xi) \cup \Gamma_{N}(\xi)}=\partial \Omega(\xi)$ and $\Gamma_{D}(\xi) \cap \Gamma_{N}(\xi)=\emptyset$, and meas $\left(\Gamma_{D}(\xi)\right) \neq 0 . g(\cdot, \xi): \Gamma_{N}(\xi) \rightarrow \mathbb{R}$ is a prescribed normal flux on $\Gamma_{N}(\xi)$, and $n$ is the unit outward normal to $\Gamma_{N}(\xi)$.

Example 1.1 (Non-linear diffusion-reaction equation). As a model example, we consider a non-linear diffusionreaction equation (1a) in dimension $d \leqslant 3$, with

$$
B(u, \nabla u ; x, \xi)=K(x, \xi) \nabla u \quad \text { and } \quad C(u, \nabla u ; x, \xi)=R(x, \xi) u^{3},
$$

where $K$ and $R$ are respectively the diffusion and reaction coefficients. This example will serve as a guideline. Such a semi-linear second-order stochastic partial differential equation describes transport phenomena at equilibrium such as steady-state diffusion-reaction processes arising from mathematical models in population dynamics $[51,52,53]$ as well as in chemical kinetics (kinetics/dynamics of autocatalytic chemical reactions) $[54,55,56,57,58,59,60,61]$.

### 1.1. Localized uncertainties and non-linearities

We consider that non-linearities and uncertainties on operator and geometry only affect a given subdomain of interest $\Lambda_{\star} \subset \Omega$. For the sake of simplicity, we also consider that uncertainties on the right-hand side are localized in $\Lambda_{\star}$.

First, the subdomain $\Lambda_{\star}$ may depend on $\xi$ while the complementary subdomain $\Omega \backslash \Lambda_{\star}$ is supposed independent of $\xi$, which means that geometrical uncertainties are contained in $\Lambda_{\star}$. The boundary $\partial \Lambda_{\star}$ of $\Lambda_{\star}$ contains the possible uncertainties of the boundary $\partial \Omega$ of domain $\Omega$.

Also, $B$ and $C$ are supposed linear and independent of $\xi$ outside $\Lambda_{\star}$. More precisely, we suppose that $B$ can be split into a linear part $B_{L}$ (such that $u \mapsto B_{L}(u, \nabla u ; x, \xi)$ is linear) and a non-linear part $B_{N}$, such that $B=B_{L}+B_{N}$. The same decomposition is introduced for $C=C_{L}+C_{N}$. Then, we consider that $B$ and $C$ are such that

$$
\begin{equation*}
B_{L}(\cdot, \cdot ; x, \xi)=B_{L}(\cdot, \cdot ; x) \quad \text { and } \quad C_{L}(\cdot, \cdot ; x, \xi)=C_{L}(\cdot, \cdot ; x) \quad \text { for } x \in \Omega \backslash \Lambda_{\star}, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{N}(\cdot, \cdot ; x, \xi)=C_{N}(\cdot, \cdot ; x, \xi)=0 \quad \text { for } x \in \Omega \backslash \Lambda_{\star} . \tag{3}
\end{equation*}
$$

Also, the prescribed source term $f$ and normal flux $g$ are such that

$$
\begin{equation*}
f(x, \xi)=f(x) \quad \text { and } \quad g(x, \xi)=g(x) \quad \text { for } x \in \Omega \backslash \Lambda_{\star} . \tag{4}
\end{equation*}
$$

Example 1.2. In Example 1.1, we consider that diffusion coefficient $K$ and reaction parameter $R$ are such that $K(x, \xi)=K(x)$ and $R(x, \xi)=0$ for $x \in \Omega \backslash \Lambda_{\star}$. A practical application is the chlorite-thiosulfate autocatalytic reaction [60] or the iodate-arsenous acid autocatalytic reaction [54, 55, 56, 58, 59, 61] described by a thirdorder reaction-diffusion equation for the iodide concentration $u$ in the absence of convection, with localized and random molecular diffusion coefficient $K$ and reaction rate kinetic coefficient $R$.

In the following, a function $v(x, \xi)$ of two variables defined for $\xi \in \Xi$ and $x \in D(\xi)$, with $D(\xi)$ a parametrized domain of $\mathbb{R}^{d}$, will be equivalently considered as a function $v(\xi)$ defined on $D(\xi)$. For the sake of readability, we will often omit the dependence on $\xi$ for geometrical domains and for function spaces defined on these domains.

### 1.2. Assumptions

Here $\mathcal{O}$ denotes a subset of $\Omega$. For a function $v \in \mathrm{H}^{1}(\mathcal{O})$, we denote

$$
|v|_{\mathrm{H}^{1}(\mathcal{O})}=\|\nabla v\|_{\mathrm{L}^{2}(\mathcal{O})} \quad \text { and } \quad\|v\|_{\mathrm{H}^{1}(\mathcal{O})}^{2}=|v|_{\mathrm{H}^{1}(\mathcal{O})}^{2}+\|v\|_{\mathrm{L}^{2}(\mathcal{O})}^{2} .
$$

### 1.2.1. Assumptions on the source terms

For a function $v$ defined on $\mathcal{O}$, we introduce the linear form

$$
\begin{equation*}
\ell_{\mathcal{O}}(v ; \xi)=\int_{\mathcal{O}} f(\cdot, \xi) v+\int_{\Gamma_{N} \cap \partial \mathcal{O}} g(\cdot, \xi) v \tag{5}
\end{equation*}
$$

and we assume that $f$ and $g$ are such that the following assumption holds.
Assumption 1.3 (Properties of linear form $\ell_{\mathcal{O}}$ ). We assume that the linear form $\ell_{\mathcal{O}}(\cdot ; \xi): \mathrm{H}^{1}(\mathcal{O}) \rightarrow \mathbb{R}$ is almost surely continuous, that means there exists a random variable $\kappa(\xi)>0$ such that it holds

$$
\begin{equation*}
\left|\ell_{\mathcal{O}}(v ; \xi)\right| \leqslant \kappa(\xi)\|v\|_{\mathrm{H}^{1}(\mathcal{O})} \quad \forall v \in \mathrm{H}^{1}(\mathcal{O}) \tag{6}
\end{equation*}
$$

and we further assume that $\kappa \in \mathrm{L}_{\mu}^{p}(\Xi)$ for some $2 \leqslant p \leqslant+\infty$.

### 1.2.2. Assumptions on the differential operator

For functions $u, v$ defined on $\mathcal{O}$, we introduce the semi-linear form

$$
\begin{equation*}
d_{\mathcal{O}}(u, v ; \xi)=\int_{\mathcal{O}} B(u, \nabla u ; \cdot, \xi) \cdot \nabla v+\int_{\mathcal{O}} C(u, \nabla u ; \cdot, \xi) v \tag{7}
\end{equation*}
$$

which can be written as

$$
d_{\mathcal{O}}(u, v ; \xi)=a_{\mathcal{O}}(u, v ; \xi)+n_{\mathcal{O}}(u, v ; \xi)
$$

where $a_{\mathcal{O}}(\cdot, \cdot ; \xi)$ is a bilinear form and $n_{\mathcal{O}}(\cdot, \cdot ; \xi)$ is a semi-linear form, respectively defined by

$$
\begin{aligned}
& a_{\mathcal{O}}(u, v ; \xi)=\int_{\mathcal{O}} B_{L}(u, \nabla u ; \cdot, \xi) \cdot \nabla v+\int_{\mathcal{O}} C_{L}(u, \nabla u ; \cdot, \xi) v \\
& n_{\mathcal{O}}(u, v ; \xi)=\int_{\mathcal{O}} B_{N}(u, \nabla u ; \cdot, \xi) \cdot \nabla v+\int_{\mathcal{O}} C_{N}(u, \nabla u ; \cdot, \xi) v .
\end{aligned}
$$

We make the following assumptions.

Assumption 1.4 (Properties of bilinear form $a_{\mathcal{O}}$ ). We assume that the bilinear form $a_{\mathcal{O}}(\cdot, \cdot ; \xi): \mathrm{H}^{1}(\mathcal{O}) \times$ $\mathrm{H}^{1}(\mathcal{O}) \rightarrow \mathbb{R}$ is such that there exist constants $0<\alpha_{a} \leqslant \beta_{a}<+\infty$ such that it holds almost surely

$$
\begin{align*}
a_{\mathcal{O}}(v, v ; \xi) \geqslant \alpha_{a}|v|_{\mathrm{H}^{1}(\mathcal{O})}^{2} & \forall v \in \mathrm{H}^{1}(\mathcal{O}),  \tag{8}\\
\left|a_{\mathcal{O}}(u, v ; \xi)\right| \leqslant \beta_{a}\|u\|_{\mathrm{H}^{1}(\mathcal{O})}\|v\|_{\mathrm{H}^{1}(\mathcal{O})} & \forall u, v \in \mathrm{H}^{1}(\mathcal{O}), \tag{9}
\end{align*}
$$

and we further assume that $\alpha_{a}$ and $\beta_{a}$ are independent of $\xi$ and $\mathcal{O}$.
Assumption 1.5 (Properties of semi-linear form $\left.n_{\mathcal{O}}\right)$. We assume that the semi-linear form $n_{\mathcal{O}}(\cdot, \cdot ; \xi): \mathrm{H}^{1}(\mathcal{O}) \times$ $\mathrm{H}^{1}(\mathcal{O}) \rightarrow \mathbb{R}$ is almost surely continuous with respect to the second variable and radially continuous with respect to the first variable, that means for all $u, v \in \mathrm{H}^{1}(\mathcal{O})$, the map $t \mapsto n_{\mathcal{O}}(u+t v, v ; \xi)$ is almost surely continuous. We also assume that $n_{\mathcal{O}}(\cdot, \cdot ; \xi)$ is almost surely monotone in the first variable, that means

$$
\begin{equation*}
n_{\mathcal{O}}(u, u-v ; \xi)-n_{\mathcal{O}}(v, u-v ; \xi) \geqslant 0 \quad \forall u, v \in \mathrm{H}^{1}(\mathcal{O}) \tag{10}
\end{equation*}
$$

holds almost surely. Finally, we assume that $n_{\mathcal{O}}(\cdot, \cdot ; \xi)$ satisfies almost surely

$$
\begin{equation*}
n_{\mathcal{O}}(0, v ; \xi)=0 \quad \forall v \in \mathrm{H}^{1}(\mathcal{O}) \tag{11}
\end{equation*}
$$

Example 1.6. Concerning Example 1.1, assumption 1.4 on $a_{\mathcal{O}}$ is satisfied if the diffusion coefficient $K$ is such that $0<K_{\text {inf }}|\zeta|^{2} \leqslant K(x, \xi) \zeta \cdot \zeta \leqslant K_{\text {sup }}|\zeta|^{2}<+\infty$ for all $\zeta \in \mathbb{R}^{d}$ holds almost surely and almost everywhere on $\mathcal{O}$, where $K_{\text {inf }}$ and $K_{\text {sup }}$ are some strictly positive constants independent of $\xi$ and independent of the considered subdomain $\mathcal{O} \subset \Omega$. Also, assumption 1.5 on $n_{\mathcal{O}}$ is satisfied if the reaction coefficient $R$ is such that $0 \leqslant R(x, \xi) \leqslant R_{\text {sup }}<+\infty$ holds almost surely and almost everywhere on $\mathcal{O}$, where $R_{\text {sup }}$ is a strictly positive constant independent of $\xi$ and independent of the considered subdomain $\mathcal{O} \subset \Omega$. That means assumptions 1.4 and 1.5 on $a_{\mathcal{O}}$ and $n_{\mathcal{O}}$ are satisfied if the diffusion coefficient $K$ is almost surely uniformly bounded and elliptic and the reaction parameter $R$ is almost surely non negative and uniformly bounded.

### 1.2.3. Assumption on the geometry

We suppose that the considered domains have sufficiently smooth boundary (e.g. Lipschitz). For a subset $\mathcal{E} \subset \partial \mathcal{O}$ with non zero measure, we denote by $\mathrm{H}^{1 / 2}(\mathcal{E})$ the space of traces on $\mathcal{E}$ of functions in $\mathrm{H}^{1}(\mathcal{O})$. We recall that we have

$$
\begin{equation*}
\|v\|_{\mathrm{H}^{1}(\mathcal{O})} \leqslant C_{\mathcal{O}, \mathcal{E}}\left(|v|_{\mathrm{H}^{1}(\mathcal{O})}+\|v\|_{\mathrm{H}^{1 / 2}(\mathcal{E})}\right) \tag{12}
\end{equation*}
$$

for all $v \in \mathrm{H}^{1}(\mathcal{O})$, with a constant $C_{\mathcal{O}, \mathcal{E}}$ depending only on $\mathcal{O}$ and $\mathcal{E}$ (see [62, Theorem 7.3.13]).
Assumption 1.7. For any considered domains $\mathcal{O}$ and $\mathcal{E} \subset \partial \mathcal{O}$, we assume that the constant $C_{\mathcal{O}, \mathcal{E}}$ involved in (12) is independent of $\xi$.

Assumption 1.7 is obviously satisfied if the domains $\mathcal{O}$ and $\mathcal{E}$ are independent of $\xi$. In the case of uncertain domains $\mathcal{O}(\xi)$ and $\mathcal{E}(\xi)$, assumption 1.7 implies some restrictions on the dependence of the geometry on the parameters $\xi$. Let us describe a typical situation where the uncertain domain is described through a parametrized mapping defined on a fixed domain. Assume that there exist domains $\mathcal{O}_{0}$ and $\mathcal{E}_{0} \subset \partial \mathcal{O}_{0}$ independent of $\xi$, and a parametrized diffeomorphism $\phi(\cdot ; \xi): \overline{\mathcal{O}_{0}} \rightarrow \overline{\mathcal{O}(\xi)}$ such that $\phi\left(\mathcal{O}_{0} ; \xi\right)=\mathcal{O}(\xi)$ and $\phi\left(\mathcal{E}_{0} ; \xi\right)=\mathcal{E}(\xi)$. Then it can be proved that assumption 1.7 is satisfied if the mapping $\phi(\cdot ; \xi)$ satisfies almost surely

$$
\alpha_{\phi}|\zeta| \leqslant\left|\nabla \phi\left(x_{0} ; \xi\right) \zeta\right| \leqslant \beta_{\phi}|\zeta| \quad \forall \zeta \in \mathbb{R}^{d}, \quad \forall x_{0} \in \mathcal{O}_{0}
$$

with constants $\alpha_{\phi}$ and $\beta_{\phi}$ independent of $\xi$. That means assumption 1.7 on the geometry is satisfied if we consider a fixed (deterministic) domain $\mathcal{O}_{0}$ and a random geometrical transformation $\phi(\cdot ; \xi)$ mapping the fixed domain $\overline{\mathcal{O}_{0}}$ to the parameter-dependent domain $\overline{\mathcal{O}(\xi)}$ such that the singular values of the jacobian matrix $\nabla \phi(\cdot ; \xi)$ are almost surely uniformly bounded (from above and from below).

## 2. Global-Local formulation with patch

### 2.1. Domain decomposition: introduction of a patch

We introduce a subdomain $\Lambda \subset \Omega$, hereafter called a patch, such that $\Lambda_{\star} \subset \Lambda$, and such that $\Omega \backslash \Lambda$ is independent of $\xi$. This yields the following partition of domain $\Omega(\xi)$ :

$$
\Omega(\xi)=(\Omega \backslash \Lambda) \cup \Lambda(\xi) .
$$

The patch $\Lambda$ is chosen such that

$$
\begin{equation*}
\operatorname{dist}\left(\Lambda_{\star}, \Omega \backslash \Lambda\right)>\delta, \tag{13}
\end{equation*}
$$

that means uncertainties on operator, geometry and right-hand side affect a region in $\Lambda$ whose distance to $\Omega \backslash \Lambda$ is greater than $\delta$. We assume that the patch $\Lambda$ has a sufficiently smooth boundary (e.g. Lipschitz). We denote by

$$
\Gamma=\partial \Lambda \cap \partial(\Omega \backslash \Lambda)
$$

the deterministic interface between the patch $\Lambda$ and the exterior subdomain $\Omega \backslash \Lambda$ (see Figure 1).


FIGURE 1. Representation of interface $\Gamma$ between patch $\Lambda$ and complementary subdomain $\Omega \backslash \Lambda$
We denote by $U(\xi)$ and $w(\xi)$ the restrictions of $u(\xi)$ to subdomains $\Omega \backslash \Lambda$ and $\Lambda$, respectively. For $U(\xi) \in$ $\mathrm{H}^{1}(\Omega \backslash \Lambda)$ and $w(\xi) \in \mathrm{H}^{1}(\Lambda)$, we denote by $U(\xi)_{\mid \Gamma}$ and $w(\xi)_{\mid \Gamma}$ in $\mathrm{H}^{1 / 2}(\Gamma)$ the traces on $\Gamma$ of $U(\xi)$ and $w(\xi)$, respectively. A weak continuity condition is enforced on interface $\Gamma$ by imposing

$$
\begin{equation*}
b_{\Gamma}\left(\delta \lambda, U(\xi)_{\mid \Gamma}\right)=b_{\Gamma}\left(\delta \lambda, w(\xi)_{\mid \Gamma}\right) \quad \forall \delta \lambda \in \mathrm{H}^{1 / 2}(\Gamma)^{*}, \tag{14}
\end{equation*}
$$

where $b_{\Gamma}$ denotes the duality pairing between $\mathrm{H}^{1 / 2}(\Gamma)$ and its topological dual $\mathrm{H}^{1 / 2}(\Gamma)^{*}$. In the following, we denote by $\mathcal{M}=\mathrm{H}^{1 / 2}(\Gamma)^{*}$ and $\|\cdot\|_{\mathcal{M}}=\|\cdot\|_{\mathrm{H}^{1 / 2}(\Gamma)^{*}}$. We use the same notation $b_{\Gamma}$ for the bilinear form $b_{\Gamma}: \mathcal{M} \times \mathrm{H}^{1 / 2}(\Gamma) \rightarrow \mathbb{R}$ and its extension to $\mathcal{M} \times \mathrm{H}^{1}(\Omega \backslash \Lambda)$ (resp. $\left.\mathcal{M} \times \mathrm{H}^{1}(\Lambda)\right)$ defined using the trace operator from $\mathrm{H}^{1}(\Omega \backslash \Lambda)\left(\right.$ resp. $\left.\mathrm{H}^{1}(\Lambda)\right)$ to $\mathrm{H}^{1 / 2}(\Gamma)$.

Remark 2.1. The proposed multiscale approach can be naturally extended to the case where the sources of uncertainties and possible non-linearities are localized in several non-overlapping local subdomains of interest (or patches). The patch $\Lambda$ and the interface $\Gamma$ can then be respectively interpreted as the disjoint union of $Q$ patches $\left\{\Lambda_{q}\right\}_{q=1}^{Q}$ and $Q$ interfaces $\left\{\Gamma_{q}\right\}_{q=1}^{Q}$, where $\Gamma_{q}=\partial \Lambda_{q} \cap \partial(\Omega \backslash \Lambda)$ is the deterministic interface between the patch $\Lambda_{q}$ and the exterior subdomain $\Omega \backslash \Lambda$.

### 2.1.1. Weak formulation

We introduce the Hilbert spaces

$$
\begin{aligned}
\mathcal{U} & =\left\{U \in \mathrm{H}^{1}(\Omega \backslash \Lambda): U=0 \text { on } \Gamma_{D} \cap \partial(\Omega \backslash \Lambda)\right\}, \\
\mathcal{W} & =\left\{w \in \mathrm{H}^{1}(\Lambda): w=0 \text { on } \Gamma_{D} \cap \partial \Lambda\right\},
\end{aligned}
$$

equipped with norms $\|\cdot\|_{\mathcal{U}}=\|\cdot\|_{H^{1}(\Omega \backslash \Lambda)}$ and $\|\cdot\|_{\mathcal{W}}=\|\cdot\|_{\mathrm{H}^{1}(\Lambda)}$, respectively. Also, we introduce the Hilbert space

$$
\widehat{\mathcal{V}}=\left\{u: \Omega \rightarrow \mathbb{R}: u_{\mid \Omega \backslash \Lambda} \in \mathcal{U} \text { and } u_{\mid \Lambda} \in \mathcal{W}\right\}
$$

equipped with the norm $\|\cdot\|_{\mathcal{V}}$ defined by

$$
\|u\|_{\mathcal{V}}^{2}=\left\|u_{\mid \Omega \backslash \Lambda}\right\|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}^{2}+\left\|u_{\mid \Lambda}\right\|_{\mathrm{H}^{1}(\Lambda)}^{2}
$$

and the closed linear subspace

$$
\mathcal{V}=\left\{u \in \widehat{\mathcal{V}}: b_{\Gamma}\left(\delta \lambda, u_{\mid \Omega \backslash \Lambda}\right)=b_{\Gamma}\left(\delta \lambda, u_{\mid \Lambda}\right) \text { for all } \delta \lambda \in \mathcal{M}\right\}
$$

which is a Hilbert space when equipped with norm $\|\cdot\|_{\mathcal{V}}$.
Lemma 2.2. There exists a constant $C_{\mathcal{V}}$ such that $|v|_{\mathcal{V}} \leqslant\|v\|_{\mathcal{V}} \leqslant\left.\left. C_{\mathcal{V}}\right|_{v}\right|_{\mathcal{V}} \quad \forall v \in \mathcal{V}$, with

$$
|v|_{\mathcal{V}}^{2}=\left|v_{\mid \Omega \backslash \Lambda}\right|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}^{2}+\left|v_{\mid \Lambda}\right|_{\mathrm{H}^{1}(\Lambda)}^{2}
$$

Under assumption 1.7, $C_{\mathcal{V}}$ is independent of $\xi$.
Proof. See Section 7.3 in Appendix 7.
In the following, for a given Hilbert space $H$ (possibly dependent on $\xi$ ) equipped with a norm $\|\cdot\|_{H}$, we denote by $H^{\Xi}$ the space $H^{\Xi}:=\{v: \xi \in \Xi \mapsto v(\xi) \in H(\xi)\}$, and we identify functions in $H^{\Xi}$ that are equal almost surely. We denote by $\mathrm{L}_{\mu}^{p}(\Xi ; H)=\left\{v \in H^{\Xi}: \mathbb{E}\left(\|v(\xi)\|_{H(\xi)}^{p}\right)<+\infty\right\}$, where $\mathbb{E}$ denotes the mathematical expectation defined by $\mathbb{E}(a(\xi))=\int_{\Xi} a(\xi) \mu(\mathrm{d} \xi)$.

We consider the following weak formulation of the problem: find $u \in \mathcal{V}^{\Xi}$ such that it holds almost surely

$$
\begin{equation*}
d_{\Omega}(u(\xi), \delta u ; \xi)=\ell_{\Omega}(\delta u ; \xi) \quad \forall \delta u \in \mathcal{V} \tag{15}
\end{equation*}
$$

Theorem 2.3. Under assumptions 1.3, 1.4 and 1.5, problem (15) is well-posed, that means for almost all $\xi \in \Xi$, it admits a unique solution $u(\xi) \in \mathcal{V}$ and the application that maps $\ell_{\Omega}(\cdot ; \xi)$ to this solution $u(\xi)$ is Lipschitz continuous with Lipschitz constant $C_{\mathcal{V}}^{2} / \alpha_{a}$. Moreover, under assumption 1.7, the solution $u \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{V})$, with exponent $p$ defined in assumption 1.3.

Proof. See Section 7.4 in Appendix 7.

### 2.1.2. Reformulation using a Lagrange multiplier

From (2) and (3), we have that

$$
\begin{aligned}
d_{\Omega}(u(\xi), \delta u ; \xi) & =a_{\Omega \backslash \Lambda}(U(\xi), \delta U)+a_{\Lambda}(w(\xi), \delta w ; \xi)+n_{\Lambda}(w(\xi), \delta w ; \xi) \\
\ell_{\Omega}(\delta u ; \xi) & =\ell_{\Omega \backslash \Lambda}(\delta U)+\ell_{\Lambda}(\delta w ; \xi)
\end{aligned}
$$

for all $\delta u: \Omega \rightarrow \mathbb{R}$ such that $\delta u_{\mid \Omega \backslash \Lambda}=\delta U$ and $\delta u_{\mid \Lambda}=\delta w$. A formulation equivalent to (15) can be written as follows: find $(U, w, \lambda) \in \mathcal{U}^{\Xi} \times \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ such that it satisfies almost surely

$$
\begin{align*}
& a_{\Omega \backslash \Lambda}(U(\xi), \delta U)+b_{\Gamma}(\lambda(\xi), \delta U)=\ell_{\Omega \backslash \Lambda}(\delta U)  \tag{16a}\\
& a_{\Lambda}(w(\xi), \delta w ; \xi)+n_{\Lambda}(w(\xi), \delta w ; \xi)-b_{\Gamma}(\lambda(\xi), \delta w)=\ell_{\Lambda}(\delta w ; \xi)  \tag{16b}\\
& b_{\Gamma}(\delta \lambda, U(\xi))-b_{\Gamma}(\delta \lambda, w(\xi))=0 \tag{16c}
\end{align*}
$$

for all $(\delta U, \delta w, \delta \lambda) \in \mathcal{U} \times \mathcal{W} \times \mathcal{M}$, where $\lambda$ represents the Lagrange multiplier allowing to ensure the weak continuity condition (14) of solution $u$ across interface $\Gamma$.

Theorem 2.4. Under assumptions 1.3, 1.4 and 1.5, problem (16) admits a unique solution $(U(\xi), w(\xi), \lambda(\xi)) \in$ $\mathcal{U} \times \mathcal{W} \times \mathcal{M}$ for almost all $\xi \in \Xi$. Moreover, under assumption $1.7, U \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{U})$, $w \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{W})$ and $\lambda \in$ $\mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{M})$, with exponent $p$ defined in assumption 1.3.
Proof. See Section 7.5 in Appendix 7.

### 2.2. Reformulation with extended domain: introduction of a fictitious patch

Let us now introduce a deterministic fictitious patch $\widetilde{\Lambda} \supset \Lambda$ such that $\Gamma \subset \partial \widetilde{\Lambda}$ and define the corresponding deterministic fictitious domain $\widetilde{\Omega} \supset \Omega$ such that $\widetilde{\Omega}=(\Omega \backslash \Lambda) \cup \widetilde{\Lambda}$ and $\widetilde{\Omega} \backslash \widetilde{\Lambda}=\Omega \backslash \Lambda$ (see Figure 2). Note that in the case where the patch $\Lambda$ does not contain any geometrical details (i.e. no internal boundary such as holes, cracks, etc), we simply have $\widetilde{\Lambda}=\Lambda$ and $\widetilde{\Omega}=\Omega$.


Figure 2. Representation of fictitious domain $\widetilde{\Omega}$, fictitious patch $\widetilde{\Lambda}$, real patch $\Lambda$ and interface $\Gamma$
We now consider an extension of global solution $U$ from subdomain $\Omega \backslash \Lambda$ to fictitious domain $\widetilde{\Omega}$. We introduce the new Hilbert space $\widetilde{\mathcal{U}}=\left\{U \in \mathrm{H}^{1}(\widetilde{\Omega}): U=0\right.$ on $\left.\Gamma_{D} \cap \partial \widetilde{\Omega}\right\}$ equipped with the norm $\|\cdot\|_{\tilde{\mathcal{U}}}=\|\cdot\|_{\mathrm{H}^{1}(\widetilde{\Omega})}$. We then define a new bilinear form $c_{\widetilde{\Omega}}: \widetilde{\mathcal{U}} \times \widetilde{\mathcal{U}} \rightarrow \mathbb{R}$ as the following extension of $a_{\Omega \backslash \Lambda}: \mathcal{U} \times \mathcal{U} \rightarrow \mathbb{R}$ to $\tilde{\mathcal{U}} \times \widetilde{\mathcal{U}}$ : for all $U, V \in \widetilde{\mathcal{U}}$,

$$
\begin{equation*}
c_{\widetilde{\Omega}}(U, V)=a_{\Omega \backslash \Lambda}(U, V)+c_{\widetilde{\Lambda}}(U, V), \tag{17}
\end{equation*}
$$

where, for a subdomain $\mathcal{O} \subset \widetilde{\Omega}, c_{\mathcal{O}}$ is a bilinear form defined by

$$
c_{\mathcal{O}}(U, V)=\int_{\mathcal{O}} \widetilde{B}_{L}(U, \nabla U ; \cdot) \cdot \nabla V+\int_{\mathcal{O}} \widetilde{C}_{L}(U, \nabla U ; \cdot) V,
$$

where $\widetilde{B}_{L}(\cdot, \cdot ; x, \xi): \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\widetilde{C}_{L}(\cdot, \cdot ; x, \xi): \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ are such that

$$
\widetilde{B}_{L}(\cdot, \cdot ; x)=B_{L}(\cdot, \cdot ; x) \quad \text { and } \quad \widetilde{C}_{L}(\cdot, \cdot ; x)=C_{L}(\cdot, \cdot ; x) \quad \text { for } x \in \Omega \backslash \Lambda
$$

We make the following assumption. Here $\mathcal{O}$ denotes a subset of $\widetilde{\Omega}$.
Assumption 2.5 (Properties of bilinear form $\left.c_{\mathcal{O}}\right)$. We assume that the bilinear form $c_{\mathcal{O}}: \mathrm{H}^{1}(\mathcal{O}) \times \mathrm{H}^{1}(\mathcal{O}) \rightarrow \mathbb{R}$ is symmetric and such that there exist constants $0<\alpha_{c} \leqslant \beta_{c}<+\infty$ such that

$$
\begin{align*}
c_{\mathcal{O}}(V, V) \geqslant \alpha_{c}|V|_{\mathrm{H}^{1}(\mathcal{O})}^{2} & \forall V \in \mathrm{H}^{1}(\mathcal{O}),  \tag{18}\\
\left|c_{\mathcal{O}}(U, V)\right| \leqslant \beta_{c}\|U\|_{\mathrm{H}^{1}(\mathcal{O})}\|V\|_{\mathrm{H}^{1}(\mathcal{O})} & \forall U, V \in \mathrm{H}^{1}(\mathcal{O}), \tag{19}
\end{align*}
$$

and we further assume that $\alpha_{c}$ and $\beta_{c}$ are independent of $\xi$ and $\mathcal{O}$.

Example 2.6. In Example 1.1, $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ can be respectively defined by

$$
\widetilde{B}_{L}(U, \nabla U ; x)=\widetilde{K}(x) \nabla U \quad \text { and } \quad \widetilde{C}_{L}(U, \nabla U ; x)=0
$$

where $\widetilde{K}$ is a fictitious diffusion coefficient such that $\widetilde{K}(x)=K(x)$ for $x \in \Omega \backslash \Lambda$. Assumption 2.5 on $c_{\widetilde{\Omega}}$ is satisfied if the fictitious diffusion coefficient $\widetilde{K}$ is uniformly bounded and elliptic on $\widetilde{\Omega}$, that means condition $0<\widetilde{K}_{\text {inf }}|\zeta|^{2} \leqslant \widetilde{K}(x) \zeta \cdot \zeta \leqslant \widetilde{K}_{\text {sup }}|\zeta|^{2}<+\infty$ for all $\zeta \in \mathbb{R}^{d}$ holds almost everywhere on $\widetilde{\Omega}$, where $\widetilde{K}_{\text {inf }}$ and $\widetilde{K}_{\text {sup }}$ are some strictly positive constants.

Afterwards, a reformulation of the global-local problem (16) reads: find $(U, w, \lambda) \in \widetilde{\mathcal{U}}^{\Xi} \times \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ such that it satisfies almost surely

$$
\begin{align*}
& c_{\widetilde{\Omega}}(U(\xi), \delta U)-c_{\widetilde{\Lambda}}(U(\xi), \delta U)+b_{\Gamma}(\lambda(\xi), \delta U)=\ell_{\Omega \backslash \Lambda}(\delta U)  \tag{20a}\\
& a_{\Lambda}(w(\xi), \delta w ; \xi)+n_{\Lambda}(w(\xi), \delta w ; \xi)-b_{\Gamma}(\lambda(\xi), \delta w)=\ell_{\Lambda}(\delta w ; \xi)  \tag{20b}\\
& b_{\Gamma}(\delta \lambda, U(\xi))-b_{\Gamma}(\delta \lambda, w(\xi))=0 \tag{20c}
\end{align*}
$$

for all $(\delta U, \delta w, \delta \lambda) \in \widetilde{\mathcal{U}} \times \mathcal{W} \times \mathcal{M}$. Let us here mention that problem (20) admits infinitely many solutions $(U, w, \lambda)$ that only differ by the value of global solution $U$ in fictitious patch $\widetilde{\Lambda}$. A particular solution can be uniquely defined by defining the value of $U$ in $\widetilde{\Lambda}$ as a particular extension of the value of $U$ on interface $\Gamma$. The global-local iterative algorithm presented in the next section will be proven to converge to a solution $(U, w, \lambda)$ in a subspace of $\widetilde{\mathcal{U}}^{\Xi} \times \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ corresponding to a particular definition of the extension.

## 3. GLOBAL-LOCAL ITERATIVE ALGORITHM

We now introduce and analyze an iterative algorithm to solve problem (20).

### 3.1. Description of the algorithm

We initialize the algorithm with $U^{0}=w^{0}=\lambda^{0}=0$. Then, at iteration $k \geqslant 1,\left(U^{k}, w^{k}, \lambda^{k}\right) \in \tilde{\mathcal{U}}^{\Xi} \times \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ is defined by three steps (global step, relaxation step and local step), described below.

### 3.1.1. Global step

We first define $\widehat{U}^{k} \in \tilde{\mathcal{U}}^{\Xi}$ such that it satisfies almost surely

$$
\begin{equation*}
c_{\widetilde{\Omega}}\left(\widehat{U}^{k}(\xi), \delta U\right)=c_{\widetilde{\Lambda}}\left(U^{k-1}(\xi), \delta U\right)-b_{\Gamma}\left(\lambda^{k-1}(\xi), \delta U\right)+\ell_{\Omega \backslash \Lambda}(\delta U) \tag{21}
\end{equation*}
$$

for all $\delta U \in \widetilde{\mathcal{U}}$. The computation of $\widehat{U}^{k} \in \widetilde{\mathcal{U}}^{\Xi}$ thus requires the solution of a linear problem defined on fictitious domain $\widetilde{\Omega}$ with a deterministic operator and an uncertain right-hand side (involving Lagrange multiplier $\lambda^{k-1}$ on interface $\Gamma$ and global iterate $U^{k-1}$ in fictitious patch $\widetilde{\Lambda}$ at previous iteration $k-1$ ).
Remark 3.1. Although $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ could a priori be chosen arbitrarily (uncertain or deterministic) on $\widetilde{\Lambda}$, a convenient choice consists in taking for $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ parameter-independent functions, i.e. $\widetilde{B}_{L}(\cdot, \cdot ; x, \xi)=$ $\widetilde{B}_{L}(\cdot, \cdot ; x)$ and $\widetilde{C}_{L}(\cdot, \cdot ; x, \xi)=\widetilde{C}_{L}(\cdot, \cdot ; x)$ for $x \in \widetilde{\Lambda}$, which allows to preserve a linear global problem with deterministic linear operator throughout iterations. Also, a natural choice consists in taking for $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ over $\widetilde{\Lambda}$ the mean value of the corresponding linear functions $B_{L}$ and $C_{L}$ over $\Lambda$, i.e. $\widetilde{B}_{L}(\cdot, \cdot ; x)=\mathbb{E}\left(B_{L}(\cdot, \cdot ; x, \xi)\right)$ and $\widetilde{C}_{L}(\cdot, \cdot ; x)=\mathbb{E}\left(C_{L}(\cdot, \cdot ; x, \xi)\right)$ for $x \in \widetilde{\Lambda}$. Besides, choosing parameter-dependent functions $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ on $\widetilde{\Lambda}$ could allow to accelerate the convergence of the algorithm (see Remark 3.14). Another possible choice would consist in taking for $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ over $\widetilde{\Lambda}$ the tangent linear functions to the corresponding semi-linear functions $B=B_{L}+B_{N}$ and $C=C_{L}+C_{N}$ over $\Lambda$.

Remark 3.2. Assume that $\partial \widetilde{\Lambda}=\Gamma \cup\left(\partial \widetilde{\Lambda} \cap \Gamma_{D}\right)$. By using Green's formula in the definition of $c_{\widetilde{\Lambda}}$, the global problem (21) can be reformulated as

$$
\begin{equation*}
c_{\widetilde{\Omega}}\left(\widehat{U}^{k}(\xi), \delta U\right)=-b_{\Gamma}\left(\mu^{k-1}(\xi)+\lambda^{k-1}(\xi), \delta U\right)+\ell_{\Omega \backslash \Lambda}(\delta U)+\ell_{\widetilde{\Lambda}}(\delta U ; \xi) \tag{22}
\end{equation*}
$$

for all $\delta U \in \widetilde{\mathcal{U}}$, where $\mu^{k-1}(\xi) \in \mathcal{M}$ is defined by the following expression (interpreted in a weak sense): $\mu^{k-1}(\xi)=-\widetilde{B}_{L}\left(U^{k-1}(\xi), \nabla U^{k-1}(\xi) ; \cdot\right) \cdot n$ on $\Gamma$, with $n$ the unit normal to $\Gamma$ pointing outward $\widetilde{\Lambda}$, and where $\ell_{\widetilde{\Lambda}}(\cdot ; \xi)$ is a linear form defined by $\ell_{\widetilde{\Lambda}}(V ; \xi)=-\int_{\widetilde{\Lambda}} \nabla \cdot \widetilde{B}_{L}\left(U^{k-1}(\xi), \nabla U^{k-1}(\xi) ; \cdot\right) V+$ $\int_{\widetilde{\Lambda}} \widetilde{C}_{L}\left(U^{k-1}(\xi), \nabla U^{k-1}(\xi) ; \cdot\right) V$. The quantity $\mu^{k-1}+\lambda^{k-1}$ is seen as a flux discontinuity on the interface $\Gamma$ between global and local models. The iterative algorithm can then be interpreted as a modified Newton method (with constant linear global operator) formulated on the flux equilibrium over interface $\Gamma$ (interpreted in a weak sense) $[32,34]$.

### 3.1.2. Relaxation step

We then define $U^{k} \in \widetilde{\mathcal{U}}^{\Xi}$ by

$$
\begin{equation*}
U^{k}(\xi)=\rho_{k} \widehat{U}^{k}(\xi)+\left(1-\rho_{k}\right) U^{k-1}(\xi), \tag{23}
\end{equation*}
$$

where $\rho_{k}>0$ is a relaxation parameter (possibly depending on $\xi$ ) chosen sufficiently small to ensure convergence (see convergence analysis in Section 3.2.2). Relaxation parameter $\rho_{k}$ may have a significant impact on the convergence and stability properties of the algorithm. Practical choices for $\rho_{k}$ will be discussed in Section 4.4.

### 3.1.3. Local step

We finally define $\left(w^{k}, \lambda^{k}\right) \in \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ such that it satisfies almost surely

$$
\begin{align*}
& a_{\Lambda}\left(w^{k}(\xi), \delta w ; \xi\right)+n_{\Lambda}\left(w^{k}(\xi), \delta w ; \xi\right)-b_{\Gamma}\left(\lambda^{k}(\xi), \delta w\right)=\ell_{\Lambda}(\delta w ; \xi),  \tag{24a}\\
& b_{\Gamma}\left(\delta \lambda, w^{k}(\xi)\right)=b_{\Gamma}\left(\delta \lambda, U^{k}(\xi)\right), \tag{24b}
\end{align*}
$$

for all $(\delta w, \delta \lambda) \in \mathcal{W} \times \mathcal{M}$. The computation of $\left(w^{k}, \lambda^{k}\right) \in \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ thus requires the solution of a non-linear problem defined on patch $\Lambda$ with uncertain operator and right-hand side (involving global iterate $U^{k}$ at current iteration $k$ as a boundary data). The Lagrange multiplier $\lambda^{k}$ allows to enforce the weak continuity conditions on interface $\Gamma$ between local iterate $w^{k}$ and global iterate $U^{k}$, which corresponds to non-homogeneous Dirichlet boundary conditions imposed on an external boundary $\Gamma$ of patch $\Lambda$ in the local computation. Recall that, contrary to the global step, the local step takes into account possible non-linearities and uncertainties in the operator, as well as possible uncertainties in the geometry of the domain.
Remark 3.3. The local problem (24) can be reformulated as a single-field problem by noting $w^{k}(\xi)=$ $\widetilde{w}^{k}(\xi)+z^{k}(\xi)$, where $\widetilde{w}^{k}(\xi) \in \mathcal{W}$ is an extension of global iterate $U^{k}(\xi)$ from interface $\Gamma$ to patch $\Lambda$ such that $b_{\Gamma}\left(\delta \lambda, \widetilde{w}^{k}(\xi)\right)=b_{\Gamma}\left(\delta \lambda, U^{k}(\xi)\right)$ for all $\delta \lambda \in \mathcal{M}$, and $z^{k}(\xi) \in \mathcal{W}_{0}=\{z \in \mathcal{W}: z=0$ on $\Gamma\}$. Local problem then consists in computing $z^{k} \in \mathcal{W}_{0}^{\bar{\Xi}}$ such that it satisfies almost surely $a_{\Lambda}\left(\widetilde{w}^{k}(\xi)+z^{k}(\xi), \delta z ; \xi\right)+n_{\Lambda}\left(\widetilde{w}^{k}(\xi)+z^{k}(\xi), \delta z ; \xi\right)=$ $\ell_{\Lambda}(\delta z ; \xi)$ for all $\delta z \in \mathcal{W}_{0}$. The Lagrange multiplier $\lambda^{k} \in \mathcal{M}^{\Xi}$ is then determined a posteriori from (24a).
Remark 3.4. When the patch $\Lambda$ contains geometrical variabilities, the local stochastic problem (24) can be reformulated on a fixed (deterministic) domain by using either a random mapping technique [63, 64] or a fictitious domain method [65, 66, 67, 43]. Both techniques do not require any remeshing procedure and allow to handle complex geometries. The former approach consists in introducing a suitable random mapping between a random domain and a reference deterministic domain, thus transforming a (deterministic or stochastic) partial differential equation defined on a random domain into a stochastic partial differential equation (with uncertain operator and right-hand side depending on the mapping and its derivatives) defined on a deterministic domain. The latter approach consists in embedding a random domain into a deterministic fictitious domain and considering a prolongation of the solution on the fictitious domain. In the present context of multiscale problems with localized geometrical variabilities, different fictitious domain formulations (depending on the type of boundary conditions) have been proposed in [43].

Remark 3.5. Following Remark 2.1, in the case of $Q$ non-overlapping patches $\left\{\Lambda_{q}\right\}_{q=1}^{Q}$, the local step consists in solving $Q$ independent non-linear local problems defined on each of the patches $\Lambda_{q}$. The solution of such uncoupled problems can be performed independently on each patch $\Lambda_{q}$ in a fully parallel way.

### 3.2. Analysis of the algorithm

### 3.2.1. Consistency

Let $(U, w, \lambda) \in \mathcal{U}^{\Xi} \times \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ denote the solution of the initial problem (16). We now introduce the closed linear subspace $\widetilde{\mathcal{U}}_{\star}$ of $\widetilde{\mathcal{U}}$ defined by

$$
\widetilde{\mathcal{U}}_{\star}=\left\{V \in \widetilde{\mathcal{U}}: c_{\widetilde{\Lambda}}(V, \delta U)=0 \text { for all } \delta U \in \mathrm{H}_{0}^{1}(\widetilde{\Lambda})\right\}
$$

where $\mathrm{H}_{0}^{1}(\widetilde{\Lambda})$ is considered as the subset of functions of $\widetilde{\mathcal{U}}$ which are zero on $\widetilde{\Omega} \backslash \widetilde{\Lambda}$. For any function $V \in \mathcal{U}$, there exists a unique extension $\widetilde{V} \in \widetilde{\mathcal{U}}_{\star}$ such that $\widetilde{V}=V$ on $\Omega \backslash \Lambda$ and the restriction of $\widetilde{V}$ to $\widetilde{\Lambda}$ is uniquely defined by the trace of $V$ on the interface $\Gamma$. Then, we also denote by $U(\xi) \in \widetilde{\mathcal{U}}_{\star}$ the unique extension to $\widetilde{\Omega}$ of the global solution $U(\xi) \in \mathcal{U}$.
Lemma 3.6. All global iterates $U^{k}(\xi)$ belong to the subspace $\widetilde{\mathcal{U}}_{\star}$.
Proof. Considering test functions $\delta U \in \mathrm{H}_{0}^{1}(\widetilde{\Lambda})$ in global problem (21), we obtain that for all $k \geqslant 1$, $c_{\widetilde{\Lambda}}\left(\widehat{U}^{k}(\xi), \delta U\right)=c_{\widetilde{\Lambda}}\left(U^{k-1}(\xi), \delta U\right)$ for all $\delta U \in \mathrm{H}_{0}^{1}(\widetilde{\Lambda})$. Then, using (23), we have that $c_{\widetilde{\Lambda}}\left(U^{k}(\xi), \delta U\right)=$ $c_{\widetilde{\Lambda}}\left(U^{k-1}(\xi), \delta U\right)$ for all $\delta U \in \mathrm{H}_{0}^{1}(\widetilde{\Lambda})$. Since $U^{0}=0$, we obtain by induction that all global iterates $U^{k}(\xi)$ belong to $\widetilde{\mathcal{U}}_{\star}$.

We then derive the following consistency result.
Theorem 3.7 (Consistency). If the sequence $\left\{\left(U^{k}(\xi), w^{k}(\xi), \lambda^{k}(\xi)\right)\right\}_{k \in \mathbb{N}}$ strongly converges to an element $(\widetilde{U}(\xi), w(\xi), \lambda(\xi))$ in $\widetilde{\mathcal{U}} \times \mathcal{W} \times \mathcal{M}$, then $\left(\widetilde{U}(\xi)_{\mid \Omega \backslash \Lambda}, w(\xi), \lambda(\xi)\right) \in \mathcal{U} \times \mathcal{W} \times \mathcal{M}$ is the unique solution $(U(\xi)$, $w(\xi), \lambda(\xi))$ of problem (16). Also, the limit $\widetilde{U}(\xi)$ is the unique extension of $U(\xi)$ to $\widetilde{\mathcal{U}}_{\star}$.
Proof. Taking the limit with $k$ in (21), (23) and (24), we obtain that $(\widetilde{U}(\xi), w(\xi), \lambda(\xi))$ satisfies problem (20), and therefore $\left(\widetilde{U}(\xi)_{\mid \Omega \backslash \Lambda}, w(\xi), \lambda(\xi)\right) \in \mathcal{U} \times \mathcal{W} \times \mathcal{M}$ is the unique solution of problem (16). Then, as all global iterates $U^{k}(\xi)$ belong to the closed linear subspace $\widetilde{\mathcal{U}}_{\star}$ of $\widetilde{\mathcal{U}}$ (see Lemma 3.6), the limit $\widetilde{U}(\xi)$ also belongs to $\tilde{\mathcal{U}}_{\star}$.

Note that problem (20) is well-posed in $\widetilde{\mathcal{U}}_{\star} \times \mathcal{W} \times \mathcal{M}$ and $\left.\underset{\sim}{\operatorname{admits}}(U \underset{\sim}{\underset{\sim}{\mathcal{U}}}), w(\xi), \lambda(\xi)\right) \in \widetilde{\mathcal{U}}_{\star} \times \mathcal{W} \times \mathcal{M}$ as its unique solution. The algorithm can then be analyzed in the subspace $\widetilde{\mathcal{U}}_{\star}$ of $\widetilde{\mathcal{U}}$ and we have the following useful result which proves that $\|\cdot\|_{\tilde{\mathcal{U}}}$ defines a norm equivalent to $\|\cdot\|_{\mathcal{U}}$ on $\widetilde{\mathcal{U}}_{\star}$.
Lemma 3.8. The norms $\|\cdot\|_{\mathcal{U}}$ and $\|\cdot\|_{\tilde{\mathcal{U}}}$ are equivalent on $\widetilde{\mathcal{U}}_{\star}$, with $\|V\|_{\mathcal{U}} \leqslant\|V\|_{\tilde{\mathcal{U}}} \leqslant C_{\widetilde{\mathcal{U}}}\|V\|_{\mathcal{U}}$ for all $V \in \widetilde{\mathcal{U}}_{\star}$, with a constant $C_{\widetilde{\mathcal{U}}}$ independent of $\xi$.

Proof. See Section 7.6 in Appendix 7.
From Theorem 2.4 and Lemma 3.8, we directly deduce the following property.
Corollary 3.9. The extended global solution $U$ is in $\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})$, with exponent $p$ defined in assumption 1.3.

### 3.2.2. Convergence

We now prove the convergence of the sequence $\left\{\left(U^{k}(\xi), w^{k}(\xi), \lambda^{k}(\xi)\right)\right\}_{k \in \mathbb{N}}$ to the exact solution $(U(\xi), w(\xi), \lambda(\xi))$ in $\widetilde{\mathcal{U}}_{\star} \times \mathcal{W} \times \mathcal{M}$. The global problem (21) being linear, the solution $\widehat{U}^{k} \in \widetilde{\mathcal{U}}^{\Xi}$ can be written as

$$
\widehat{U}^{k}(\xi)=\bar{U}+\Upsilon\left(U^{k-1}(\xi)\right)+\Phi\left(\lambda^{k-1}(\xi)\right)
$$

where $\Upsilon: \widetilde{\mathcal{U}} \rightarrow \widetilde{\mathcal{U}}$ and $\Phi: \mathcal{M} \rightarrow \widetilde{\mathcal{U}}$ are linear mappings. Mapping $\Upsilon$ is such that for $V \in \widetilde{\mathcal{U}}, \Upsilon(V) \in \widetilde{\mathcal{U}}$ is the unique solution of

$$
\begin{equation*}
c_{\widetilde{\Omega}}(\Upsilon(V), \delta U)=c_{\widetilde{\Lambda}}(V, \delta U) \quad \forall \delta U \in \widetilde{\mathcal{U}} \tag{25a}
\end{equation*}
$$

Similarly, mapping $\Phi$ is such that for $\beta \in \mathcal{M}, \Phi(\beta) \in \widetilde{\mathcal{U}}$ is the unique solution of

$$
\begin{equation*}
c_{\widetilde{\Omega}}(\Phi(\beta), \delta U)=-b_{\Gamma}(\beta, \delta U) \quad \forall \delta U \in \widetilde{\mathcal{U}} \tag{25b}
\end{equation*}
$$

Lastly, $\bar{U} \in \widetilde{\mathcal{U}}$ is the unique solution of

$$
c_{\widetilde{\Omega}}(\bar{U}, \delta U)=\ell_{\Omega \backslash \Lambda}(\delta U) \quad \forall \delta U \in \widetilde{\mathcal{U}}
$$

The solution $\left(w^{k}, \lambda^{k}\right) \in \mathcal{W}^{\Xi} \times \mathcal{M}^{\Xi}$ of the local problem (24) can be written as

$$
w^{k}(\xi)=\Theta\left(U^{k}(\xi) ; \xi\right) \quad \text { and } \quad \lambda^{k}(\xi)=\Psi\left(U^{k}(\xi) ; \xi\right)
$$

where $\Theta(\cdot ; \xi): \widetilde{\mathcal{U}} \rightarrow \mathcal{W}$ and $\Psi(\cdot ; \xi): \widetilde{\mathcal{U}} \rightarrow \mathcal{M}$ are non-linear mappings. Mappings $\Theta$ and $\Psi$ are such that for $V \in \widetilde{\mathcal{U}},(\Theta(V ; \xi), \Psi(V ; \xi)) \in \mathcal{W} \times \mathcal{M}$ is the solution of

$$
\begin{array}{ll}
a_{\Lambda}(\Theta(V ; \xi), \delta w ; \xi)+n_{\Lambda}(\Theta(V ; \xi), \delta w ; \xi)-b_{\Gamma}(\Psi(V ; \xi), \delta w)=\ell_{\Lambda}(\delta w ; \xi) & \forall \delta w \in \mathcal{W} \\
b_{\Gamma}(\delta \lambda, \Theta(V ; \xi))=b_{\Gamma}(\delta \lambda, V) & \forall \delta \lambda \in \mathcal{M} \tag{26b}
\end{array}
$$

Consequently, the algorithm generates a sequence $\left\{\left(U^{k}, w^{k}, \lambda^{k}\right)\right\}_{k \in \mathbb{N}}$ by applying the following iterative scheme:

$$
\begin{align*}
U^{k}(\xi) & =\rho_{k}\left(\bar{U}+\Upsilon\left(U^{k-1}(\xi)\right)+\Phi\left(\lambda^{k-1}(\xi)\right)\right)+\left(1-\rho_{k}\right) U^{k-1}(\xi)  \tag{27a}\\
w^{k}(\xi) & =\Theta\left(U^{k}(\xi) ; \xi\right)  \tag{27b}\\
\lambda^{k}(\xi) & =\Psi\left(U^{k}(\xi) ; \xi\right) \tag{27c}
\end{align*}
$$

Lemma 3.10. The linear mappings $\Upsilon: \widetilde{\mathcal{U}} \rightarrow \widetilde{\mathcal{U}}$ and $\Phi: \mathcal{M} \rightarrow \widetilde{\mathcal{U}}$ defined in (25) are continuous, with respective continuity constants $\beta_{\Upsilon}$ and $\beta_{\Phi}$ independent of $\xi$.

Proof. See Section 7.7 in Appendix 7.
Lemma 3.11. The non-linear mappings $\Theta(\cdot ; \xi): \widetilde{\mathcal{U}} \rightarrow \mathcal{W}$ and $\Psi(\cdot ; \xi): \widetilde{\mathcal{U}} \rightarrow \mathcal{M}$ defined in (26) are Lipschitz continuous, with respective Lipschitz constants $\beta_{\Theta}$ and $\beta_{\Psi}$ independent of $\xi$.
Proof. See Section 7.8 in Appendix 7.
Let us now define the errors at a given iteration of the algorithm. At the global level, the error at iteration $k$ is

$$
\begin{aligned}
\widehat{U}^{k}(\xi)-U(\xi) & =\Upsilon\left(U^{k-1}(\xi)\right)-\Upsilon(U(\xi))+\Phi\left(\lambda^{k-1}(\xi)\right)-\Phi(\lambda(\xi)) \\
& =\Upsilon\left(U^{k-1}(\xi)-U(\xi)\right)+\Phi\left(\Psi\left(U^{k-1}(\xi) ; \xi\right)-\Psi(U(\xi) ; \xi)\right) \\
& =U^{k-1}(\xi)-U(\xi)-\left(A\left(U^{k-1}(\xi) ; \xi\right)-A(U(\xi) ; \xi)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
U^{k}(\xi)-U(\xi) & =\rho_{k}\left(\widehat{U}^{k}(\xi)-U(\xi)\right)+\left(1-\rho_{k}\right)\left(U^{k-1}(\xi)-U(\xi)\right) \\
& =U^{k-1}(\xi)-U(\xi)-\rho_{k}\left(A\left(U^{k-1}(\xi) ; \xi\right)-A(U(\xi) ; \xi)\right)
\end{aligned}
$$

where $A(\cdot ; \xi): \widetilde{\mathcal{U}} \rightarrow \widetilde{\mathcal{U}}$ is the non-linear mapping defined by

$$
\begin{equation*}
A(V ; \xi)=V-\Upsilon(V)-\Phi(\Psi(V ; \xi)) \tag{28}
\end{equation*}
$$

From the definitions of $\Upsilon(V) \in \widetilde{\mathcal{U}}$ and $\Phi(\Psi(V ; \xi)) \in \widetilde{\mathcal{U}}$ and from (17), we deduce that mapping $A$ is such that for $V \in \widetilde{\mathcal{U}}, A(V ; \xi) \in \widetilde{\mathcal{U}}$ is the solution of

$$
\begin{equation*}
c_{\widetilde{\Omega}}(A(V ; \xi), \delta U)=a_{\Omega \backslash \Lambda}(V, \delta U)+b_{\Gamma}(\Psi(V ; \xi), \delta U) \quad \forall \delta U \in \tilde{\mathcal{U}} \tag{29}
\end{equation*}
$$

Note that the non-linear nature of map $A$ is inherited from that of map $\Psi$. At the local level, the error at iteration $k$ writes

$$
\begin{align*}
w^{k}(\xi)-w(\xi) & =\Theta\left(U^{k}(\xi) ; \xi\right)-\Theta(U(\xi) ; \xi)  \tag{30a}\\
\lambda^{k}(\xi)-\lambda(\xi) & =\Psi\left(U^{k}(\xi) ; \xi\right)-\Psi(U(\xi) ; \xi) \tag{30b}
\end{align*}
$$

Given that non-linear map $\Theta(\cdot ; \xi)$ (resp. $\Psi(\cdot ; \xi))$ is Lipschitz continuous, the almost sure convergence of the local sequence $\left\{w^{k}(\xi)\right\}_{k \in \mathbb{N}}$ (resp. $\left\{\lambda^{k}(\xi)\right\}_{k \in \mathbb{N}}$ ) to $w(\xi)$ (resp. $\lambda(\xi)$ ) in $\mathcal{W}$ (resp. $\mathcal{M}$ ) can be directly obtained from that of the global sequence $\left\{U^{k}(\xi)\right\}_{k \in \mathbb{N}}$ to $U(\xi)$ in $\widetilde{\mathcal{U}}$. Recalling that the exact global solution $U(\xi)$ as well as all global iterates $U^{k}(\xi)$ belong to subspace $\widetilde{\mathcal{U}}_{\star} \subset \widetilde{\mathcal{U}}$, one can restrict the convergence analysis to that of the sequence $\left\{U^{k}(\xi)\right\}_{k \in \mathbb{N}}$ to $U(\xi)$ in the subspace $\widetilde{\mathcal{U}}_{\star}$. Let $C_{\widetilde{\Omega}}: \widetilde{\mathcal{U}} \rightarrow \widetilde{\mathcal{U}}$ be the linear map defined for all $U, V \in \widetilde{\mathcal{U}}$ by $\left\langle C_{\widetilde{\Omega}}(U), V\right\rangle_{\widetilde{\mathcal{U}}}=c_{\widetilde{\Omega}}(U, V)$.
Lemma 3.12. The non-linear mapping $D(\cdot ; \xi): \widetilde{\mathcal{U}}_{\star} \rightarrow \widetilde{\mathcal{U}}$ defined by $D(\cdot ; \xi)=C_{\widetilde{\Omega}}(A(\cdot ; \xi))$ with $A(\cdot ; \xi)$ defined in (28), is Lipschitz continuous and strongly monotone, with Lipschitz constant $\beta_{D}$ and strong monotonicity constant $\alpha_{D}$ both independent of $\xi$.
Proof. See Section 7.9 in Appendix 7.
One iteration of the algorithm can be written as

$$
U^{k}(\xi)=B_{\rho_{k}}\left(U^{k-1}(\xi) ; \xi\right)
$$

where $B_{\rho_{k}}(\cdot ; \xi): \widetilde{\mathcal{U}} \rightarrow \widetilde{\mathcal{U}}$ is the non-linear iteration map defined by $B_{\rho_{k}}(V ; \xi)=\rho_{k} \bar{U}+V-\rho_{k} A(V ; \xi)$. We finally derive the following convergence result.

Theorem 3.13 (Convergence). Assume that the sequence of relaxation parameters $\left\{\rho_{k}\right\}_{k \in \mathbb{N}}$ is such that

$$
\begin{equation*}
0<\rho_{\mathrm{inf}} \leqslant \rho_{k} \leqslant \rho_{\mathrm{sup}}<+\infty \tag{31}
\end{equation*}
$$

for some strictly positive constants $\rho_{\mathrm{inf}}$ and $\rho_{\text {sup }}$ independent of $\xi$ and $k$. Then, for $\rho_{\text {sup }}$ sufficiently small, the sequence $\left\{\left(U^{k}(\xi), w^{k}(\xi), \lambda^{k}(\xi)\right)\right\}_{k \in \mathbb{N}}$ converges almost surely to the unique solution $(U(\xi)$, w( $\xi)$, $\left.\lambda(\xi)\right)$ of problem (20) in $\widetilde{\mathcal{U}}_{\star} \times \mathcal{W} \times \mathcal{M}$. Also, the sequence $\left\{U^{k}\right\}_{k \in \mathbb{N}}$ (resp. $\left\{w^{k}\right\}_{k \in \mathbb{N}}$ and $\left\{\lambda^{k}\right\}_{k \in \mathbb{N}}$ ) converges to $U$ (resp. w and $\lambda$ ) in $\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})\left(\operatorname{resp} . \mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{W})\right.$ and $\mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{M})$ ).
Proof. See Section 7.10 in Appendix 7.
Remark 3.14. As long as (31) is satisfied, the algorithm converges to the exact solution whatever the choice of relaxation parameter $\rho_{k}$ (bounded from above by a sufficiently small $\rho_{\text {sup }}$ and from below by any value $\rho_{\text {inf }}>0$ to ensure the convergence) and fictitious operators $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ (satisfying assumption 2.5 on $c_{\widetilde{\Omega}}$ ). Nevertheless, these choices may have a significant influence on the convergence properties of the algorithm. Note that $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ play the role of preconditioners for the iterative algorithm.

Remark 3.15. If $\Lambda=\widetilde{\Lambda}$ and if $B=B_{L}=\widetilde{B}_{L}$ and $C=C_{L}=\widetilde{C}_{L}$, that means if $n_{\Lambda}=0$ and $c_{\widetilde{\Lambda}}=a_{\Lambda}$ (i.e. in the linear case with the same geometry and bilinear form over $\Lambda$ and $\widetilde{\Lambda}$ ), then $A(\cdot ; \xi)$ is such that $A(U ; \xi)-A(V ; \xi)=U-V$ for all $U, V \in \widetilde{\mathcal{U}}_{\star}$ and $B_{\rho_{k}}(\cdot ; \xi)$ is such that $B_{\rho_{k}}(U ; \xi)-B_{\rho_{k}}(V ; \xi)=\left(1-\rho_{k}\right)(U-V)$ for all $U, V \in \tilde{\mathcal{U}}_{\star}$, so that the convergence of the algorithm is achieved if the condition $0<\rho_{\text {inf }} \leqslant \rho_{k} \leqslant \rho_{\text {sup }}<2$ is fulfilled, with a convergence in two iterations for a fixed relaxation parameter $\rho_{k}=1$.

### 3.2.3. Robustness with respect to approximations

Let us now consider that some approximations are introduced in the different steps of the global-local iterative algorithm.

Such approximations arise when using finite element approximations of spatial functions (see Section 4.1), approximations of parameter-dependent functions (see Sections 4.2 and 4.3), or when resorting to the use of unconverged iterative solvers for the approximate solution of either global or local problems with a certain prescribed accuracy. For example, the solution of non-linear local problems may be performed by means of classical non-linear solvers, such as Newton-type iterative solvers, leading to approximate local solutions.

We now analyze the sensitivity of the global-local iterative algorithm with respect to these approximations at the different steps of the algorithm. Due to these approximations, the algorithm, initially defined by the unperturbed iterative scheme (27), generates a sequence $\left\{\left(U_{\varepsilon}^{k}, w_{\varepsilon}^{k}, \lambda_{\varepsilon}^{k}\right)\right\}_{k \in \mathbb{N}}$ defined by the following perturbed iterative scheme:

$$
\begin{align*}
U_{\varepsilon}^{k}(\xi) & =\rho_{k}\left(\bar{U}_{\varepsilon}+\Upsilon_{\varepsilon}\left(U_{\varepsilon}^{k-1}(\xi)\right)+\Phi_{\varepsilon}\left(\lambda_{\varepsilon}^{k-1}(\xi)\right)\right)+\left(1-\rho_{k}\right) U_{\varepsilon}^{k-1}(\xi),  \tag{32a}\\
w_{\varepsilon}^{k}(\xi) & =\Theta_{\varepsilon}\left(U_{\varepsilon}^{k}(\xi) ; \xi\right), \quad \lambda_{\varepsilon}^{k}(\xi)=\Psi_{\varepsilon}\left(U_{\varepsilon}^{k}(\xi) ; \xi\right), \tag{32b}
\end{align*}
$$

where $\Upsilon_{\varepsilon}$ and $\Phi_{\varepsilon}$ (resp. $\Theta_{\varepsilon}$ and $\Psi_{\varepsilon}$ ) are approximations of linear maps $\Upsilon$ and $\Phi$ (resp. non-linear maps $\Theta$ and $\Psi$ ). Similarly, $\bar{U}_{\varepsilon}$ represents an approximation of $\bar{U}$. At the global level, the unperturbed global iterate $U^{k} \in \widetilde{\mathcal{U}}_{\star}^{\Xi}$ at iteration $k$ satisfies $U^{k}(\xi)=B_{\rho_{k}}\left(U_{\varepsilon}^{k-1}(\xi) ; \xi\right)$. The approximate (or perturbed) global iterate $U_{\varepsilon}^{k}$ at iteration $k$ is assumed to belong to $\widetilde{\mathcal{U}_{\star}^{\Xi}}$ and satisfies $U_{\varepsilon}^{k}(\xi)=B_{\rho_{k}}^{\varepsilon}\left(U_{\varepsilon}^{k-1}(\xi) ; \xi\right)$, where $B_{\rho_{k}}^{\varepsilon}(\cdot ; \xi)$ denotes an approximation of iteration map $B_{\rho_{k}}(\cdot ; \xi)$ defined by $B_{\rho_{k}}^{\varepsilon}(V ; \xi)=\rho_{k} \bar{U}_{\varepsilon}+V-\rho_{k} A_{\varepsilon}(V ; \xi)$, with $A_{\varepsilon}(V ; \xi)=V-\Upsilon_{\varepsilon}(V ; \xi)-\Phi_{\varepsilon}\left(\Psi_{\varepsilon}(V ; \xi) ; \xi\right)$.

We assume that approximations are controlled in a $\mathrm{L}_{\mu}^{p}$-norm (typically $p=2$ or $p=\infty$ ), that means the approximation error at iteration $k, U_{\varepsilon}^{k}(\xi)-U^{k}(\xi)=B_{\rho_{k}}^{\varepsilon}\left(U_{\varepsilon}^{k-1}(\xi) ; \xi\right)-B_{\rho_{k}}\left(U_{\varepsilon}^{k-1}(\xi) ; \xi\right)$, should satisfy

$$
\left\|U_{\varepsilon}^{k}-U^{k}\right\|_{L_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})} \leqslant \varepsilon\|U\|_{L_{\mu}^{p}(\Xi ; \tilde{\mathcal{u}})}+\varepsilon^{*}\left\|U_{\varepsilon}^{k-1}-U\right\|_{L_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})},
$$

where $\varepsilon$ conveys an absolute error with respect to the solution norm $\|U\|_{L_{\mu}^{p}(\Xi ; \tilde{u})}$, while $\varepsilon^{*}$ conveys an approximation error controlled relatively to the solution error in $\mathrm{L}_{\mu}^{p}$-norm $\left\|U_{\varepsilon}^{k-1}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})}$ at previous iteration $k-1$. In practice, $\varepsilon$ (resp. $\varepsilon^{*}$ ) is related to the user-specified tolerance (prescribed to the iterative solver) for the precision of the residual norms associated with global problem (21) and local problem (24) formulated on the current iterates $U^{k}$ and $\left(w^{k}, \lambda^{k}\right)$ (resp. on the current increments $\delta U^{k}=U^{k}-U_{\varepsilon}^{k-1}$ and $\left(\delta w^{k}, \delta \lambda^{k}\right)=\left(w^{k}-w_{\varepsilon}^{k-1}, \lambda^{k}-\lambda_{\varepsilon}^{k-1}\right)$ ) (see [43, Section 3.5] for further details). We then provide for a robustness result relative to both types of errors.
Theorem 3.16 (Robustness). Suppose that the set of iteration maps $\left\{B_{\rho_{k}}(\cdot ; \xi)\right\}_{k \geqslant 1}$ is uniformly contractive on $\tilde{\mathcal{U}}_{\star}$, that means

$$
\left\|B_{\rho_{k}}(V ; \xi)-B_{\rho_{k}}(W ; \xi)\right\|_{\tilde{\mathcal{U}}} \leqslant \rho_{B}\|V-W\|_{\tilde{\mathcal{U}}},
$$

for all $V, W \in \tilde{\mathcal{U}}_{\star}$, with a contractivity constant $\rho_{B}<1$ independent of $\xi$. Further assume that the set of perturbed iteration maps $\left\{B_{\rho_{k}}^{\varepsilon}(\cdot ; \xi)\right\}_{k \geqslant 1}$ is such that for all $V$ in a $\delta$-neighborhood $\mathcal{V}_{\delta}$ of the exact global solution $U$, defined by $\mathcal{V}_{\delta}=\left\{V \in \mathrm{~L}_{\mu}^{p}\left(\Xi ; \widetilde{\mathcal{U}}_{\star}\right):\|V-U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})}<\delta\|U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})}\right\}$, we have

$$
\left\|B_{\rho_{k}}^{\varepsilon}(V)-B_{\rho_{k}}(V)\right\|_{L_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})} \leqslant \varepsilon\|U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{u}})}+\varepsilon^{*}\|V-U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{u}})},
$$

for some given tolerances $0 \leqslant \varepsilon^{*}<1-\rho_{B}$ and $0 \leqslant \varepsilon \leqslant \delta\left(1-\rho_{B}-\varepsilon^{*}\right)$. Then, if the initial iterate $U_{\varepsilon}^{0}=0 \in \mathcal{V}_{\delta}$, the approximate sequence $\left\{U_{\varepsilon}^{k}\right\}_{k \in \mathbb{N}}$ is such that

$$
\begin{equation*}
\limsup _{k \rightarrow+\infty}\left\|U_{\varepsilon}^{k}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})} \leqslant \gamma\left(\varepsilon, \varepsilon^{*}\right)\|U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})} \tag{33}
\end{equation*}
$$

with $\gamma\left(\varepsilon, \varepsilon^{*}\right)=\frac{\varepsilon}{1-\left(\rho_{B}+\varepsilon^{*}\right)} \rightarrow 0$ as $\varepsilon \rightarrow 0$, and tends to a neighborhood of $U$ in $\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})$ whose size is proportional to $\gamma\left(\varepsilon, \varepsilon^{*}\right)$.
Proof. See Section 7.11 in Appendix 7.
Finally, the approximate sequence $\left\{U_{\varepsilon}^{k}\right\}_{k \in \mathbb{N}}$ (resp. $\left\{w_{\varepsilon}^{k}\right\}_{k \in \mathbb{N}}$ and $\left\{\lambda_{\varepsilon}^{k}\right\}_{k \in \mathbb{N}}$ ) generated by the perturbed iterative scheme $(32)$ converges in $\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})\left(\right.$ resp. $\mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{W})$ and $\left.\mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{M})\right)$ to a neighborhood of the exact solution $U$ (resp. $w$ and $\lambda$ ). Therefore, the proposed global-local iterative algorithm exhibits robustness properties with respect to possible perturbations such as numerical approximations, either controlled with relative precision $\varepsilon^{*}$ or absolute precision $\varepsilon$, which is an essential feature from a numerical point of view.

Remark 3.17. The convergence rate of the perturbed algorithm (32), which is $\rho_{B}+\varepsilon^{*}$ (see the proof of Theorem 3.16 in Section 7.11 in Appendix 7), depends on the perturbations with controlled relative precision $\varepsilon^{*}$ but not on perturbations with controlled absolute precision $\varepsilon$.

Remark 3.18. Under the more restrictive assumption that the set of perturbed iteration maps $\left\{B_{\rho_{k}}^{\varepsilon}(\cdot ; \xi)\right\}_{k \geqslant 1}$ is such that for all $V$ in a $\delta$-neighborhood $\mathcal{V}_{\delta}(\xi)$ of the exact global solution $U(\xi)$, defined by $\mathcal{V}_{\delta}(\xi)=\left\{V \in \widetilde{\mathcal{U}}_{\star}\right.$ : $\left.\|V-U(\xi)\|_{\tilde{\mathcal{U}}}<\delta\|U(\xi)\|_{\tilde{\mathcal{U}}}\right\}$, we have almost surely

$$
\left\|B_{\rho_{k}}^{\varepsilon}(V ; \xi)-B_{\rho_{k}}(V ; \xi)\right\|_{\tilde{\mathcal{U}}} \leqslant \varepsilon\|U(\xi)\|_{\tilde{\mathcal{U}}}+\varepsilon^{*}\|V-U(\xi)\|_{\tilde{\mathcal{U}}}
$$

with $0 \leqslant \varepsilon^{*}<1-\rho_{B}$ and $0 \leqslant \varepsilon \leqslant \delta\left(1-\rho_{B}-\varepsilon^{*}\right)$, then we can prove that the approximate sequence $\left\{\left(U_{\varepsilon}^{k}(\xi), w_{\varepsilon}^{k}(\xi), \lambda_{\varepsilon}^{k}(\xi)\right\}_{k \in \mathbb{N}}\right.$ generated by the perturbed iterative scheme (32) converges almost surely to a neighborhood of the exact solution $(U(\xi), w(\xi), \lambda(\xi))$.

## 4. Computational Aspects

In this section, we address computational aspects related to the proposed global-local iterative algorithm.

### 4.1. Finite element approximations at spatial level

At the spatial level, we employ a standard Galerkin finite element method by introducing finite-dimensional approximation spaces $\widetilde{\mathcal{U}}_{H} \subset \widetilde{\mathcal{U}}$ and $\mathcal{W}_{h} \subset \mathcal{W}$ with dimensions $n_{U}$ and $n_{w}$, respectively. We denote by $\mathcal{T}_{H}(\widetilde{\Omega})$ (resp. $\left.\mathcal{T}_{h}(\Lambda)\right)$ the finite element mesh of fictitious domain $\widetilde{\Omega}$ (resp. patch $\Lambda$ ) composed of elements of maximum size $H$ (resp. $h$ ). For the sake of simplicity, we further make the following assumptions:

- domain $\widetilde{\Omega}$ and patch $\Lambda$ are exactly covered by global mesh $\mathcal{T}_{H}(\widetilde{\Omega})$ and local mesh $\mathcal{T}_{h}(\Lambda)$, respectively;
- global mesh $\mathcal{T}_{H}(\widetilde{\Omega})$ is partitioned into two submeshes $\mathcal{T}_{H}(\Omega \backslash \Lambda)$ and $\mathcal{T}_{H}(\widetilde{\Lambda})$ (associated with subdomain $\Omega \backslash \Lambda$ and fictitious patch $\widetilde{\Lambda}$, respectively) such that $\mathcal{T}_{H}(\widetilde{\Omega})=\mathcal{T}_{H}(\Omega \backslash \Lambda) \cup \mathcal{T}_{H}(\widetilde{\Lambda})$, that means interface $\Gamma$ coincides with the intersection of boundaries of both submeshes $\mathcal{T}_{H}(\Omega \backslash \Lambda)$ and $\mathcal{T}_{H}(\widetilde{\Lambda})$ and therefore does not cut any element of global mesh $\mathcal{T}_{H}(\widetilde{\Omega})$.
Both meshes $\mathcal{T}_{H}(\widetilde{\Omega})$ and $\mathcal{T}_{h}(\Lambda)$ are a priori not compatible at interface $\Gamma$, that means they may not match on interface $\Gamma$. Note that interface $\Gamma$ is part of the boundary of meshes $\mathcal{T}_{h}(\Lambda), \mathcal{T}_{H}(\Omega \backslash \Lambda)$ and $\mathcal{T}_{H}(\widetilde{\Lambda})$. We now introduce an approximation space $\mathcal{M}_{h} \subset \mathcal{M}$ with dimension $n_{\lambda}$. In the general case of non-matching meshes and geometries, where both meshes $\mathcal{T}_{H}(\widetilde{\Omega})$ and $\mathcal{T}_{h}(\Lambda)$ do not match and even do not share a common interface $\Gamma$, one should pay attention to the construction of a suitable approximation space $\mathcal{M}_{h}$ of Lagrange
multipliers. The interested reader can refer to [68, 69, 70] for further information on the construction of appropriate Lagrange multiplier spaces using mortar (non-conforming) finite elements. In our particular case where both meshes $\mathcal{T}_{H}(\Omega \backslash \Lambda)$ and $\mathcal{T}_{h}(\Lambda)$ share a common interface $\Gamma$, a natural choice consists in taking for $\mathcal{M}_{h}$ a finite-dimensional subspace of trace space $\mathrm{H}^{1 / 2}(\Gamma)$, so that $\mathcal{M}_{h} \subset \mathrm{H}^{1 / 2}(\Gamma) \subset \mathrm{L}^{2}(\Gamma) \subset \mathrm{H}^{1 / 2}(\Gamma)^{*}=\mathcal{M}$. If interface $\Gamma$ does not present any boundary, a convenient choice consists in taking the trace of $\mathcal{W}_{h}$ on interface $\Gamma$ for the practical construction of $\mathcal{M}_{h}$. Otherwise, if interface $\Gamma$ has a boundary, an alternative choice consists in taking a subspace of the trace of $\mathcal{W}_{h}$ on interface $\Gamma$ (see [69, 70]). The interested reader can refer to [68, 69, 35] for details about the properties of trace spaces and mortar projection operators.

For a given Hilbert space $H$ (possibly dependent on $\xi$ ), we denote by $H_{n}$ a finite element approximation subspace of $H$ spanned by basis functions $\left\{\varphi_{i}\right\}_{i \in \mathcal{I}}$ and with dimension $n=\# \mathcal{I}$. A function $v \in H_{n}$ can then be identified with a vector $\mathbf{v}=\left(v_{i}\right)_{i \in \mathcal{I}} \in \mathbb{R}^{n}$ such that $v=\sum_{i \in \mathcal{I}} v_{i} \varphi_{i}$. Similarly, an element $v \in\left(H_{n}\right)^{\Xi}$ can be identified with a random vector $\mathbf{v}=\left(v_{i}\right)_{i \in \mathcal{I}} \in\left(\mathbb{R}^{n}\right)^{\Xi}$ such that $v(\xi)=\sum_{i \in \mathcal{I}} v_{i}(\xi) \varphi_{i}$. For the bilinear forms $c_{\mathcal{O}}$ and $a_{\mathcal{O}}$, semi-linear form $n_{\mathcal{O}}$ and linear form $\ell_{\mathcal{O}}$, we introduce the finite element matrices $\mathbf{C}_{\mathcal{O}}$ and $\mathbf{A}_{\mathcal{O}}(\xi)$, discretized random non-linear map $\mathbf{N}_{\mathcal{O}}(\cdot ; \xi)$ and finite element random vector $\mathbf{l}_{\mathcal{O}}(\xi)$, respectively defined for a subdomain $\mathcal{O} \subset \widetilde{\Omega}$ by

$$
\begin{aligned}
c_{\mathcal{O}}(u, v) & =\mathbf{v}^{T} \mathbf{C}_{\mathcal{O}} \mathbf{u}, \quad a_{\mathcal{O}}(u, v ; \xi) \\
n_{\mathcal{O}}(u, v ; \xi) & =\mathbf{v}^{T} \mathbf{v}_{\mathcal{O}}(\mathbf{u} ; \xi), \quad \ell_{\mathcal{O}}(\xi) \mathbf{u} \\
& =\mathbf{v}^{T} \mathbf{l}_{\mathcal{O}}(\xi)
\end{aligned}
$$

As the coupling bilinear form $b_{\Gamma}$ is defined on the two distinct subspaces $\mathcal{M}_{h} \times \tilde{\mathcal{U}}_{H}$ and $\mathcal{M}_{h} \times \mathcal{W}_{h}$, we introduce two finite element matrices $\widetilde{\mathbf{B}}_{\Gamma}$ and $\mathbf{B}_{\Gamma}$ defined by

$$
b_{\Gamma}(\lambda, v)=\mathbf{v}^{T} \widetilde{\mathbf{B}}_{\Gamma} \boldsymbol{\lambda} \text { for } v \in \widetilde{\mathcal{U}}_{H}, \quad \text { and } \quad b_{\Gamma}(\lambda, v)=\mathbf{v}^{T} \mathbf{B}_{\Gamma} \boldsymbol{\lambda} \text { for } v \in \mathcal{W}_{h}
$$

In the discrete setting, an approximation of global problem (21) reads: find $\widehat{U}^{k} \in \tilde{\mathcal{U}}_{\vec{H}}^{\Xi}$ satisfying (21) for all $\delta U \in \widetilde{\mathcal{U}}_{H}$. In an algebraic setting, it boils down to solving the following system of linear algebraic equations:

$$
\begin{equation*}
\mathbf{C}_{\widetilde{\Omega}} \widehat{\mathbf{U}}^{k}(\xi)=\mathbf{C}_{\widetilde{\Lambda}} \mathbf{U}^{k-1}(\xi)-\widetilde{\mathbf{B}}_{\Gamma} \boldsymbol{\lambda}^{k-1}(\xi)+\mathbf{l}_{\Omega \backslash \Lambda} \tag{34}
\end{equation*}
$$

An approximation of local problem (24) reads: find $\left(w^{k}, \lambda^{k}\right) \in \mathcal{W}_{h}^{\Xi} \times \mathcal{M}_{h}^{\Xi}$ such that it satisfies almost surely (24) for all $(\delta w, \delta \lambda) \in \mathcal{W}_{h} \times \mathcal{M}_{h}$. In an algebraic setting, it comes down to solving the following system of non-linear algebraic equations:

$$
\begin{align*}
& \mathbf{A}_{\Lambda}(\xi) \mathbf{w}^{k}(\xi)+\mathbf{N}_{\Lambda}\left(\mathbf{w}^{k}(\xi) ; \xi\right)-\mathbf{B}_{\Gamma} \boldsymbol{\lambda}^{k}(\xi)=\mathbf{l}_{\Lambda}(\xi)  \tag{35a}\\
& \mathbf{B}_{\Gamma}^{T} \mathbf{w}^{k}(\xi)=\widetilde{\mathbf{B}}_{\Gamma}^{T} \mathbf{U}^{k}(\xi) \tag{35~b}
\end{align*}
$$

Remark 4.1. The convergence properties of the algorithm may be affected by the choice of spatial approximation spaces. The discretization errors can be viewed as additional perturbations occurring at both global and local steps of the algorithm. The impact of these perturbations on the behavior of the algorithm is addressed through Theorem 3.16.

### 4.2. Approximations at stochastic level

At the stochastic level, we introduce a basis $\left\{\psi_{\alpha}\right\}_{\alpha \in \mathcal{F}}$ of $\mathrm{L}_{\mu}^{2}(\Xi)$ (typically a polynomial basis) and we consider approximation spaces $\mathcal{S}_{\mathcal{A}}=\operatorname{span}\left\{\psi_{\alpha}\right\}_{\alpha \in \mathcal{A}}$, where $\mathcal{A}$ is a finite subset of $\mathcal{F}=\mathbb{N}^{m}$ which is a partially ordered set such that for $\alpha, \beta \in \mathcal{F}, \alpha \leqslant \beta \Longleftrightarrow \alpha_{i} \leqslant \beta_{i}$ for all $i \in\{1, \ldots, m\}$. Then a function $v=\sum_{\alpha \in \mathcal{A}} v_{\alpha} \psi_{\alpha} \in \mathcal{S}_{\mathcal{A}}$ is identified with the vector of its coefficients $\left(v_{\alpha}\right)_{\alpha \in \mathcal{A}} \in \mathbb{R}^{\# \mathcal{A}}$ on the basis of $\mathcal{S}_{\mathcal{A}}$.

At the global level, suppose that finite element random vectors associated with $U^{k-1}$ and $\lambda^{k-1}$ are respectively given by $\mathbf{U}^{k-1}(\xi)=\sum_{\alpha \in \mathcal{A}} \mathbf{U}_{\alpha}^{k-1} \psi_{\alpha}(\xi)$ and $\boldsymbol{\lambda}^{k-1}(\xi)=\sum_{\alpha \in \mathcal{A}} \boldsymbol{\lambda}_{\alpha}^{k-1} \psi_{\alpha}(\xi)$. Then, finite element random vectors
associated with $\widehat{U}^{k}$ and $U^{k}$ admit the expansions $\widehat{\mathbf{U}}^{k}(\xi)=\sum_{\alpha \in \mathcal{A}} \widehat{\mathbf{U}}_{\alpha}^{k} \psi_{\alpha}(\xi)$ and $\mathbf{U}^{k}(\xi)=\sum_{\alpha \in \mathcal{A}} \mathbf{U}_{\alpha}^{k} \psi_{\alpha}(\xi)$, respectively, with

$$
\widehat{\mathbf{U}}_{\alpha}^{k}=\mathbf{C}_{\widetilde{\Omega}}^{-1}\left(\mathbf{C}_{\widetilde{\Lambda}} \mathbf{U}_{\alpha}^{k-1}-\widetilde{\mathbf{B}}_{\Gamma} \boldsymbol{\lambda}_{\alpha}^{k-1}+\mathbf{l}_{\Omega \backslash \Lambda} \mathbb{E}\left(\psi_{\alpha}(\xi)\right)\right) \quad \text { and } \quad \mathbf{U}_{\alpha}^{k}=\rho_{k} \widehat{\mathbf{U}}_{\alpha}^{k}+\left(1-\rho_{k}\right) \mathbf{U}_{\alpha}^{k-1} .
$$

It is worthy noticing that since $\widetilde{B}_{L}$ and $\widetilde{C}_{L}$ are chosen deterministic on $\widetilde{\Lambda}$ (see Remark 3.1), then $\mathbf{C}_{\widetilde{\Omega}}$ and $\mathbf{C}_{\widetilde{\Lambda}}$ are independent of $\xi$, and the set of expansion coefficients $\left\{\widehat{\mathbf{U}}_{\alpha}^{k}\right\}_{\alpha \in \mathcal{A}}$ are simply obtained by solving a system of only $\# \mathcal{A}$ uncoupled linear algebraic equations with the same deterministic global finite element matrix $\mathbf{C}_{\widetilde{\Omega}}$, which can be factorized only once for all at initialization of the iterative procedure. The solution of such uncoupled global problems can be performed in parallel using traditional solvers available in standard deterministic finite element codes.

Remark 4.2. Convergence acceleration techniques based on Quasi-Newton or Newton update formulas have been proposed in [32, 71] within the deterministic framework and rely on successive corrections of the global finite element matrix $\mathbf{C}_{\widetilde{\Omega}}$ at each global step of the iterative procedure in order to improve the convergence rate of the algorithm. In the present stochastic framework, this would yield to a parameter-dependent matrix $\mathbf{C}_{\widetilde{\Omega}}$, unless using deterministic approximations of the successive corrections of $\mathbf{C}_{\widetilde{\Omega}}$.

At the local level, approximations of finite element random vectors $\mathbf{w}^{k}(\xi)$ and $\boldsymbol{\lambda}^{k}(\xi)$ associated with local iterates $w^{k}$ and $\lambda^{k}$, respectively, are searched under the form $\mathbf{w}^{k}(\xi) \approx \sum_{\alpha \in \mathcal{A}} \mathbf{w}_{\alpha}^{k} \psi_{\alpha}(\xi)$ and $\boldsymbol{\lambda}^{k}(\xi) \approx \sum_{\alpha \in \mathcal{A}} \boldsymbol{\lambda}_{\alpha}^{k} \psi_{\alpha}(\xi)$. The determination of these approximations through Galerkin projection methods [72, 1] requires the solution of a large system of $\# \mathcal{A}$ coupled non-linear algebraic equations whose computational cost and memory storage requirements may be prohibitive and whose implementation may be cumbersome as it usually requires a modification (or at least an adaptation) of existing deterministic codes. Note however that non intrusive (or weakly intrusive) implementations of Galerkin methods can be introduced [73, 74].

Here, for computing approximations of local iterates, we rather rely on an adaptive least-squares method which uses evaluations of the solution of (24) at some samples $\left\{\xi^{l}\right\}_{l=1}^{N}$ of random variables $\xi$. These evaluations are obtained by $N$ calls to an existing non-linear deterministic solver, i.e. without requiring any modification of the underlying deterministic computer code. For computing the solution $\left(\mathbf{w}^{k}\left(\xi^{l}\right), \boldsymbol{\lambda}^{k}\left(\xi^{l}\right)\right.$ ) of (35) for $\xi=\xi^{l}$, we employ a Newton-type iterative algorithm with some prescribed tolerance. Note that the resulting numerical error can be viewed as an additional perturbation occurring at each local step of the iterative algorithm, whose impact on the behavior of the algorithm is analyzed in Section 3.2.3. The adaptive least-squares method is described in Section 4.3.

### 4.3. Adaptive least-squares method for sparse polynomial approximation

Here we describe an adaptive least-squares method for sparse approximation of a random vector $\mathbf{u} \in$ $\mathbb{R}^{n} \otimes \mathrm{~L}_{\mu}^{2}(\Xi)$. We assume $\Xi \subset \mathbb{R}^{m}(m<\infty)$ and we consider an orthonormal tensor product basis $\left\{\psi_{\alpha}(\xi)=\prod_{i=1}^{m} \psi_{\alpha_{i}}^{(i)}\left(\xi_{i}\right)\right\}_{\alpha \in \mathcal{F}}$ of $\mathrm{L}_{\mu}^{2}(\Xi)$, where $\psi_{k}^{(i)}$ is a univariate polynomial of degree $k$. For a given subset $\mathcal{A} \subset \mathcal{F}$, we define the corresponding polynomial space $\mathcal{S}_{\mathcal{A}}=\operatorname{span}\left\{\psi_{\alpha}\right\}_{\alpha \in \mathcal{A}}$. A subset $\mathcal{A}$ is called monotone (or lower or downward closed) if it is such that $(\beta \in \mathcal{A}$ and $\alpha \leqslant \beta) \Longrightarrow \alpha \in \mathcal{A}$. If $\mathcal{A}$ is monotone, the subspace $\mathcal{S}_{\mathcal{A}}$ coincides with the polynomial space $\mathbb{P}_{\mathcal{A}}=\operatorname{span}\left\{\xi_{1}^{\alpha_{1}} \ldots \xi_{m}^{\alpha_{m}}: \alpha \in \mathcal{A}\right\}$ whatever the choice of univariate polynomial bases. Note that univariate polynomial bases could be replaced by other hierarchical bases (such as wavelet bases) with which we can expect accurate sparse approximations of the random vector.

### 4.3.1. Approximation in a given subspace

For a given subset $\mathcal{A}$, a least-squares approximation $\mathbf{v}$ of $\mathbf{u}$ in $\mathbb{R}^{n} \otimes \mathcal{S}_{\mathcal{A}}$ can be written as $\mathbf{v}(\xi)=$ $\sum_{\alpha \in \mathcal{A}} \mathbf{v}_{\alpha} \psi_{\alpha}(\xi)$, where the set of coefficients $\mathbf{V}=\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{A}} \in \mathbb{R}^{n \times \# \mathcal{A}}$ is solution of

$$
\begin{equation*}
\min _{\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{A}}} \sum_{l=1}^{N}\left\|\mathbf{u}\left(\xi^{l}\right)-\sum_{\alpha \in \mathcal{A}} \mathbf{v}_{\alpha} \psi_{\alpha}\left(\xi^{l}\right)\right\|_{2}^{2} \tag{36}
\end{equation*}
$$

Assuming $N \geqslant \# \mathcal{A}$ and $\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}$ invertible, this yields $\mathbf{V}^{T}=\left(\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}\right)^{-1} \boldsymbol{\Psi}^{T} \mathbf{Y}$, where $\boldsymbol{\Psi}=\left(\psi_{\alpha}\left(\xi^{l}\right)\right)_{1 \leqslant l \leqslant N, \alpha \in \mathcal{A}} \in$ $\mathbb{R}^{N \times \# \mathcal{A}}$ and $\mathbf{Y}=\left(\mathbf{u}\left(\xi^{l}\right)\right)_{1 \leqslant l \leqslant N} \in \mathbb{R}^{N \times n}$. The stability of the least-squares approximation is related to the properties of the random matrix $\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}$. Some theoretical results can be found in [75] and the references therein. In practice, for a given set $\mathcal{A}$, the stability of the least-squares approximation can be improved by increasing the number of samples.

The approximation error can be estimated a posteriori using cross-validation techniques which are classical statistical methods for computing error estimates based on a random partitioning of the available sample set into two subsets, the training set (or learning set) and the test set (or validation set). In the $k$-fold crossvalidation procedure, the sample set $\xi=\left\{\xi^{l}\right\}_{l=1}^{N}$ is randomly partitioned into $k$ disjoint and complementary sample subsets $\left\{\xi_{s}\right\}_{s=1}^{k}$ of nearly equal size. Each subset $\xi_{s}$ is in turn retained as the test set, while the remaining $k-1$ subsets gathered in $\chi_{s}=\xi \backslash \xi_{s}$ are used as the training set. An approximation $\mathbf{v}$ is computed independently for each training set $\chi_{s}$ and tested against the corresponding validation set $\xi_{s}$ in order to assess its accuracy. The cross-validation error is estimated for each of the $k$ training sets $\chi_{s}$ and then averaged over the $k$ sets. Such a cross-validation technique requires $k$ additional calls to the least-squares solver and thus may be computationally demanding. In practice, the vector of cross-validation error estimates $\varepsilon=\left(\varepsilon_{i}\right)_{i \in \mathcal{I}}$ can be directly obtained from the approximate random vector $\mathbf{v}=\left(v_{i}\right)_{i \in \mathcal{I}}$ (computed using the available sample set $\xi=\left\{\xi^{l}\right\}_{l=1}^{N}$ ) using the Bartlett matrix inversion formula [76] (a special case of well-known Sherman-MorrisonWoodbury formula) without any additional call to the least-squares solver. The leave-one-out cross-validation procedure is a special case of $k$-fold cross-validation procedure where the number of folds $k$ is equal to the number of samples $N$. Note that the $k$-fold cross-validation technique depends on the chosen partition, contrary to the leave-one-out cross-validation technique. In the present work, we use the fast leave-one-out cross-validation procedure presented in [77] and summarized in Algorithm 7.1 (see Section 7.1 in Appendix 7) to assess the accuracy of $\mathbf{v}$.

### 4.3.2. Working set strategy for adaptive approximation

Now, we introduce a working set strategy for the construction of a sequence of approximation spaces $\left(\mathcal{S}_{\mathcal{A}_{j}}\right)_{j \geqslant 1}$, where $\left(\mathcal{A}_{j}\right)_{j \geqslant 1}$ is an increasing sequence of monotone sets. Given $\mathcal{A}_{j}$, we define $\mathcal{A}_{j+1}=\mathcal{A}_{j} \cup \mathcal{N}_{j}$, where $\mathcal{N}_{j}$ is selected in a set of candidate multi-indices in $\mathcal{F} \backslash \mathcal{A}_{j}$. A natural approach consists in choosing for $\mathcal{N}_{j}$ a subset of the margin $\mathcal{M}_{j}=\mathcal{M}\left(\mathcal{A}_{j}\right)$ of $\mathcal{A}_{j}$, where the margin of a monotone set $\mathcal{A}$ is defined by

$$
\mathcal{M}(\mathcal{A})=\left\{\alpha \notin \mathcal{A}: \exists i \in\{1, \ldots, m\} \text { such that } \alpha_{i} \neq 0 \Longrightarrow \alpha-e_{i} \in \mathcal{A}\right\}
$$

where $\left(e_{i}\right)_{j}=\delta_{i j}$ is the Kronecker delta for $i, j \in \mathbb{N}^{*}$. A strategy for the selection of $\mathcal{N}_{j}$ (referred to as bulk search strategy in [50]) consists in computing a least-squares approximation $\mathbf{v}(\xi)=\sum_{\alpha \in \mathcal{A}_{j} \cup \mathcal{M}_{j}} \mathbf{v}_{\alpha} \psi_{\alpha}(\xi)$ associated with the augmented approximation space $\mathcal{S}_{\mathcal{A}_{j} \cup \mathcal{M}_{j}}$, and then in selecting a subset $\mathcal{N}_{j}$ such that $e\left(\mathcal{N}_{j}\right) \geqslant \theta e\left(\mathcal{M}_{j}\right)$, where $\theta \in[0,1]$ is a parameter and where for a given set $\mathcal{N}, e(\mathcal{N})=\sum_{\alpha \in \mathcal{N}}\left\|\mathbf{v}_{\alpha}\right\|_{2}^{2}$ corresponds to the contribution of coefficients $\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{N}}$ to the $L_{\mu}^{2}$-norm of $\mathbf{v}$. Note that the construction of an optimal (smallest) monotone subset $\mathcal{N}_{j}$ in the margin $\mathcal{M}_{j}$ of $\mathcal{A}_{j}$ by a fast algorithm is still an open question.

Remark 4.3. A practical choice for constructing a monotone set $\mathcal{N}_{j}$ is to consider the smallest subset in the margin $\mathcal{M}_{j}$ such that $e\left(\mathcal{N}_{j}\right) \geqslant \theta e\left(\mathcal{M}_{j}\right)$ and which contains the multi-indices $\alpha$ corresponding to the largest elements in the monotone envelope ${ }^{1}\left(\mathfrak{v}_{\alpha}\right)_{\alpha \in \mathcal{M}_{j}}$ of the bounded sequence $\left(\left\|\mathbf{v}_{\alpha}\right\|_{2}\right)_{\alpha \in \mathcal{M}_{j}}$.

Also, as the cardinality of the margin $\mathcal{M}\left(\mathcal{A}_{j}\right)$ may become prohibitively large in high dimension $m$, an alternative strategy consists in considering for $\mathcal{M}_{j}$ the reduced margin $\mathcal{M}_{\text {red }}\left(\mathcal{A}_{j}\right)$ of $\mathcal{A}_{j}$, where

$$
\mathcal{M}_{\mathrm{red}}(\mathcal{A})=\left\{\alpha \notin \mathcal{A}: \forall i \in\{1, \ldots, m\} \text { such that } \alpha_{i} \neq 0 \Longrightarrow \alpha-e_{i} \in \mathcal{A}\right\} .
$$

The additional set $\mathcal{N}_{j}$ is then defined as the smallest non-empty subset of the reduced margin $\mathcal{M}_{j}$ of $\mathcal{A}_{j}$ such that $e\left(\mathcal{N}_{j}\right) \geqslant \theta e\left(\mathcal{M}_{j}\right)$, which is a monotone set by construction. Therefore, $\mathcal{A}_{j+1}=\mathcal{A}_{j} \cup \mathcal{N}_{j}$, as a union of monotone sets, is a monotone set. For $\theta=1$, the selected subset $\mathcal{N}_{j}=\left\{\alpha \in \mathcal{M}_{j}:\left\|\mathbf{v}_{\alpha}\right\|_{2} \neq 0\right\}$. For $\theta=0, \mathcal{N}_{j}$ is one arbitrary element of $\left\{\alpha \in \mathcal{M}_{j}: \alpha=\arg \max _{\alpha \in \mathcal{M}_{j}}\left\|\mathbf{v}_{\alpha}\right\|_{2}\right\}$, and the strategy corresponds to the largest neighbor strategy proposed in [50]. In the numerical experiments, we will consider the strategy with a parameter $\theta=0.5$.

### 4.3.3. Adaptive strategy

In order to reach a desired accuracy, we finally propose an algorithm with adaptive random sampling and an adaptive selection of the approximation space $\mathcal{S}_{\mathcal{A}}$ with the working set strategy presented above. The algorithm is summarized in Algorithm 7.2 (see Section 7.2 in Appendix 7). The convergence, stagnation and overfitting criteria in Algorithm 7.2 are respectively defined by

$$
\|\varepsilon\|_{2} \leqslant \varepsilon_{\mathrm{cv}}, \quad \frac{\left\|\varepsilon-\varepsilon^{\mathrm{prev}}\right\|_{2}}{\|\varepsilon\|_{2}} \leqslant \varepsilon_{\mathrm{stagn}} \quad \text { and } \quad \frac{\|\varepsilon\|_{2}}{\left\|\varepsilon^{\mathrm{prev}}\right\|_{2}}>1+\varepsilon_{\text {overfit }}
$$

where $\boldsymbol{\varepsilon}$ (resp. $\varepsilon^{\text {prev }}$ ) is the vector of cross-validation error estimates computed at current (resp. previous) iteration, and $\varepsilon_{\mathrm{cv}}$ (resp. $\varepsilon_{\text {stagn }}$ and $\varepsilon_{\text {overfit }}$ ) is the convergence (resp. stagnation and overfitting) threshold.

For computing sparse approximations of the solution $\left(\mathbf{w}^{k}(\xi), \boldsymbol{\lambda}^{k}(\xi)\right)$ of non-linear local problem (35) at iteration $k$ of the algorithm, we apply the adaptive least-squares method to $\mathbf{u}(\xi)=\left(\mathbf{w}^{k}(\xi), \boldsymbol{\lambda}^{k}(\xi)\right)$. In the adaptive sparse least-squares solver presented in Algorithm 7.2, the adaptive random sampling step is performed by computing $N_{\text {add }}$ additional samples $\left(\mathbf{w}^{k}\left(\xi^{N+l}\right), \boldsymbol{\lambda}^{k}\left(\xi^{N+l}\right)\right)_{1 \leqslant l \leqslant N_{\text {add }}}$ of random vectors $\left(\mathbf{w}^{k}(\xi), \boldsymbol{\lambda}^{k}(\xi)\right)$ (thus solving $N_{\text {add }}$ deterministic non-linear local problems) until the vectors of cross-validation error estimates $\varepsilon^{\mathbf{w}}$ and $\boldsymbol{\varepsilon}^{\boldsymbol{\lambda}}$ for both random vectors $\mathbf{w}^{k}(\xi)$ and $\boldsymbol{\lambda}^{k}(\xi)$ satisfy a stagnation criterium. Then, the working set strategy is applied to $\mathbf{w}^{k}(\xi)$ and $\boldsymbol{\lambda}^{k}(\xi)$ separately to construct a sparse polynomial approximation space $\mathcal{S}_{\mathcal{A}}$ dedicated to each random vector.

Remark 4.4. Following Remark 3.4, in the case of a patch $\Lambda$ containing geometrical variabilities, remeshing techniques could also be used in conjunction with sampling-based approaches. Indeed, the algorithm requires the computation of local iterates $\lambda^{k}$ (defined on a deterministic interface $\Gamma$ ) but not of local iterates $w^{k}$ (defined on the uncertain domain $\Lambda(\xi)$ ). An approximation of $\lambda^{k}$ can therefore be computed from samples of the local iterate $\lambda^{k}(\xi)$, where each new sample involves a specific mesh of $\Lambda(\xi)$. After convergence of the algorithm (at final iteration $k$ ), samples of the local solution $w^{k}(\xi)$ can be obtained by using remeshing techniques for each sample, from which we can deduce samples of quantities of interest expressed as functionals of $w^{k}(\xi)$. An explicit approximation of $w^{k}$ in terms of $\xi$ can also be obtained by using approaches based on reformulations of the local problem on a fixed deterministic domain (such as the random mapping techniques or the fictitious domain approaches briefly described in Remark 3.4).

[^1]
### 4.4. Relaxation step

The relaxation step may affect the convergence rate of the iterative algorithm as it can be interpreted as a line-search step of a non-linear solver.

The simplest method is to choose a fixed relaxation parameter $\rho$ throughout iterations. A large relaxation parameter may speed up the convergence but can lead to a divergence of the algorithm, while a small relaxation parameter ensures the convergence but triggers more iterations in return. The computation of an optimal relaxation parameter leading to an optimal convergence rate of the algorithm is not obvious in the non-linear framework. Even in the linear case, the optimal fixed value of relaxation parameter $\rho$ is problem-dependent and not known a priori.

The Aitken's Delta-Squared method [78, 79] is a convergence acceleration technique which allows improving the current solution by using information gained at two previous iterations. The current global iterate $U^{k}$ is then obtained from the two pairs $\left(\widehat{U}^{k}, U^{k-1}\right)$ and $\left(\widehat{U}^{k-1}, U^{k-2}\right)$ and defined as

$$
U^{k}(\xi)=\widehat{U}^{k}(\xi)-\frac{\left\langle\delta^{k}(\xi)-\delta^{k-1}(\xi), \widehat{U}^{k}(\xi)-\widehat{U}^{k-1}(\xi)\right\rangle \tilde{\mathcal{U}}}{\delta^{k}(\xi), ~}\left\|\delta^{k}(\xi)-\delta^{k-1}(\xi)\right\|_{\widetilde{\mathcal{U}}}^{2} \quad,
$$

where $\delta^{k}(\xi)=\widehat{U}^{k}(\xi)-U^{k-1}(\xi)$ is the difference between the current global solution $\widehat{U}^{k}(\xi)$ and the previous global iterate $U^{k-1}(\xi)$. Then, using (23), the relaxation parameter $\rho_{k}$ is dynamically updated and defined by

$$
\begin{equation*}
\rho_{k}=-\rho_{k-1} \frac{\left\langle\delta^{k}(\xi)-\delta^{k-1}(\xi), \delta^{k-1}(\xi)\right\rangle_{\tilde{\mathcal{U}}}}{\left\|\delta^{k}(\xi)-\delta^{k-1}(\xi)\right\|_{\tilde{\mathcal{U}}}^{2}} . \tag{37}
\end{equation*}
$$

As the Aitken's recursive formula (37) requires two iterations of the algorithm, the first two values $\rho_{1}$ and $\rho_{2}$ are commonly set to 1 . For the subsequent iterations, the relaxation parameter $\rho_{k}$ can de defined as

$$
\rho_{k}=T_{\left[\rho_{\mathrm{inf},}, \rho_{\text {sup }}\right]}\left(-\rho_{k-1} \frac{\left\langle\delta^{k}(\xi)-\delta^{k-1}(\xi), \delta^{k-1}(\xi)\right\rangle_{\tilde{\mathcal{U}}}}{\left\|\delta^{k}(\xi)-\delta^{k-1}(\xi)\right\|_{\tilde{\mathcal{U}}}^{2}}\right)
$$

where $T_{\left[\rho_{\text {inf }}, \rho_{\text {sup }}\right]}(\rho)$ is the projection of $\rho$ on the interval $\left[\rho_{\text {inf }}, \rho_{\text {sup }}\right]$, which allows to ensure the convergence of the algorithm (see convergence condition (31)).

Such a convergence acceleration technique is very simple to implement and computationally cheap. Also, the Aitken's acceleration method has been successfully applied to relaxation-based fixed-point algorithms in the context of fluid-structure interaction [80] and multiscale coupling [81, 71] problems. It has been proved to be particularly efficient with good convergence properties at low cost, compared with other relaxation methods such as the steepest descent method.

## 5. Numerical Results

In order to demonstrate the efficiency and the robustness of the proposed method, we present different numerical experiments for a stationary non-linear diffusion-reaction equation defined on a deterministic rectangular (two-dimensional) domain $\Omega=(0,2) \times(0,16) \subset \mathbb{R}^{2}$. This equation is complemented with deterministic homogeneous Dirichlet boundary conditions $u=0$ applied on the entire boundary $\Gamma_{D}=\partial \Omega$. A deterministic volumetric source term $f=1$ is imposed on the whole domain $\Omega$. The only sources of uncertainties come from diffusion coefficient $K(x, \xi)$ and reaction parameter $R(x, \xi)$ which are input random fields depending on a set of random variables $\xi \in \Xi$. The variabilities are assumed to be confined in $Q=8$ patches $\left\{\Lambda_{q}\right\}_{q=1}^{Q}$ distributed along the $y$ (vertical) axis. Each patch $\Lambda_{q}$ is a square subdomain $\Lambda_{q}=(0.5,1.5) \times(2 q-1.5,2 q-0.5)$. None of the patches present geometrical details. Domain $\Omega$ and the set of $Q$ patches $\left\{\Lambda_{q}\right\}_{q=1}^{Q}$ are illustrated on Figure 3a.


Figure 3. (a) Domain $\Omega$ partitioned into $Q=8$ patches $\left\{\Lambda_{q}\right\}_{q=1}^{Q}$ and the complementary subdomain $\Omega \backslash \Lambda$ with $\Lambda=\bigcup_{q=1}^{Q} \Lambda_{q}$, and (b) associated nested global and local finite element meshes $\mathcal{T}_{h}(\Lambda)$ and $\mathcal{T}_{H}(\Omega \backslash \Lambda)$ with (c) zoom around patch $\Lambda_{1}$

The solution $u$ satisfies almost surely

$$
-\nabla \cdot(K(x, \xi) \nabla u)+R(x, \xi) u^{3}=f \quad \text { on } \Omega, \quad u=0 \quad \text { on } \Gamma_{D}=\partial \Omega,
$$

where random diffusion coefficient $K$ and random reaction parameter $R$ are such that

$$
\begin{aligned}
& K(x, \xi)= \begin{cases}K_{0}=1 & \text { for } x \in \Omega \backslash \Lambda \\
K_{q}\left(x, \xi_{2 q-1}\right)=1+\gamma_{q} \xi_{2 q-1} \chi_{q}(x) & \text { for } x \in \Lambda_{q}, \text { for all } q \in\{1, \ldots, Q\},\end{cases} \\
& R(x, \xi)= \begin{cases}0 & \text { for } x \in \Omega \backslash \Lambda \\
R_{q}\left(x, \xi_{2 q}\right)=\gamma_{q} \xi_{2 q} \chi_{q}(x) & \text { for } x \in \Lambda_{q}, \text { for all } q \in\{1, \ldots, Q\}\end{cases}
\end{aligned}
$$

with $\chi_{q}(x)$ the indicator function of subdomain $\Lambda_{q}^{\star}=(0.75,1.25) \times(2 q-1.25,2 q-0.75) \subset \Lambda_{q}$ for all $q \in\{1, \ldots, Q\}$, and where the weights $\gamma_{q}$ are real coefficients in $(0,1)$ whose values define a level of uncertainty in the patch $\Lambda_{q}$. We consider two different situations: (i) an isotropic case, for which all weights $\gamma_{q}=1$; (ii) an anisotropic case, for which the weights $\gamma_{q}=1-0.1(q+1)$. Random diffusion coefficient $K$ and reaction parameter $R$ are parametrized by a set $\xi=\left(\xi_{i}\right)_{i=1}^{m}$ of $m=2 Q=16$ real-valued random variables $\xi_{i}$ assumed to be mutually independent and uniformly distributed on $(0,1)$. The parameter space is then the hypercube $\Xi=(0,1)^{m} \subset \mathbb{R}^{m}$ endowed with the uniform probability measure. Each patch $\Lambda_{q}$ is characterized by a random diffusion coefficient $K_{q}$ (parametrized by $\xi_{2 q-1}$ ) and a random reaction parameter $R_{q}$ (parametrized by $\xi_{2 q}$ ). The material properties of patch $\Lambda_{q}$ therefore depends on 2 real-valued random variables $\xi_{2 q-1}$ and $\xi_{2 q}$. The ranges of variations of $K_{q}$ and $R_{q}$ in each patch $\Lambda_{q}$ are respectively $(1,2)$ and $(0,1)$ for the isotropic case, and $\left(1,1+\gamma_{q}\right)$ and $\left(0, \gamma_{q}\right)$ for the anisotropic case. In this example, all uncertain material parameters $K_{q}$ and $R_{q}$ depend on the random variables $\xi$ in an affine manner, so do the bilinear forms $a_{\Lambda_{q}}$ and semi-linear forms $n_{\Lambda_{q}}$ for all $q \in\{1, \ldots, Q\}$. As the Hilbert space $\mathcal{V}$ is assumed to be deterministic, the solution $u \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{V})$ belongs to the tensor product vector space $\mathcal{V} \otimes \mathrm{L}_{\mu}^{p}(\Xi)$. Given that Dirichlet boundary conditions are applied on the whole boundary $\partial \Omega$, and the source term $f$ is deterministic on domain $\Omega$, the linear form $\ell_{\Omega}$ is independent of $\xi$. Lastly, as domain $\Omega$ does not contain any geometrical defects, $\widetilde{\Omega}=\Omega$ in this example.

### 5.1. Approximation spaces

At the spatial level, we introduce nested finite element approximation spaces $\widetilde{\mathcal{U}}_{H} \subset \widetilde{\mathcal{U}}$ and $\mathcal{W}_{h}^{q} \subset \mathcal{W}^{q}$ for all $q \in\{1, \ldots, Q\}$ (see Figures 3 b and 3 c ). The coarse global mesh $\mathcal{T}_{H}(\widetilde{\Omega})$ is a regular triangulation of fictitious domain $\widetilde{\Omega}$ which is composed of 3 -nodes linear triangular elements with uniform element size $H=0.1$. It thus comprises 3381 nodes and 6400 elements. For every $q \in\{1, \ldots, Q\}$, the fine local mesh $\mathcal{T}_{h}\left(\Lambda_{q}\right)$ is a regular triangulation of patch $\Lambda_{q}$ which is composed of 3-nodes linear triangular elements with uniform element size $h_{q}=0.05$. It is thus made of 441 nodes and 800 elements. Every fine local mesh $\mathcal{T}_{h}\left(\Lambda_{q}\right)$ corresponds to a uniform refinement of the corresponding coarse local mesh $\mathcal{T}_{H}\left(\widetilde{\Lambda}_{q}\right)$. The resulting spatial approximation spaces $\widetilde{\mathcal{U}}_{H}$ and $\mathcal{W}_{h}^{q}$ for all $q \in\{1, \ldots, Q\}$, have dimensions $n_{U}=\operatorname{dim}\left(\widetilde{\mathcal{U}}_{H}\right)=3381$ and $n_{w_{q}}=\operatorname{dim}\left(\mathcal{W}_{h}^{q}\right)=441$, respectively.

At the stochastic level, we adaptively build a multidimensional polynomial approximation space $\mathcal{S}_{\mathcal{A}}$ spanned by generalized polynomial chaos basis $\left\{\psi_{\alpha}\right\}_{\alpha \in \mathcal{A}}$ (multidimensional Legendre polynomials) by using the adaptive sparse least-squares solver described in Algorithm 7.2. At each iteration of the iterative algorithm, the linear global problem (21) defined on fictitious domain $\widetilde{\Omega}$ is solved exactly (at the machine precision using a direct solver) as it involves a deterministic operator, while the $Q$ non-linear local problems (24) defined on the $Q$ patches $\left\{\Lambda_{q}\right\}_{q=1}^{Q}$ are solved using the adaptive sampling-based least-squares method described in Section 4.3. For each patch $\Lambda_{q}$, the $N_{q}$ deterministic non-linear local problems (35) associated with the $N_{q}$ samples $\left\{\xi^{l}\right\}_{l=1}^{N_{q}}$ are partially solved using a tangent-Newton iterative algorithm with a prescribed tolerance set to $\epsilon=10^{-12}$. In our application case, one deterministic non-linear local problem typically requires only few iterations (less than 5) to reach this stopping criterion. All the local computations have been performed in parallel on 32 cores of a single computer node. The sample set $\left\{\xi^{l}\right\}_{l=1}^{N_{q}}$ and the approximation spaces $\mathcal{S}_{\mathcal{A}_{q}}$ are sequentially enriched (independently for each patch) in order to control the accuracy of the local approximations $\left(w_{q}^{k}, \lambda_{q}^{k}\right)$. The stagnation and overfitting thresholds in Algorithm 7.2 are both set to $\varepsilon_{\text {stagn }}=\varepsilon_{\text {overfit }}=10^{-1}$. An initial sample set of size $N=1$ is used with a sampling factor $p_{\text {add }}=0.1$ (percentage of additional samples) and a parameter $\theta=0.5$ for a good trade-off between computational efficiency and stability of local solutions $\left(w_{q}^{k}, \lambda_{q}^{k}\right)$.

### 5.2. Convergence analysis

The accuracy of global approximations $U^{k}$ is measured in $L_{\mu}^{2}$-norm with respect to a global reference solution $U^{\text {ref }}$ using the relative error indicator $\varepsilon_{\Xi, \Omega \backslash \Lambda}$ defined as

$$
\varepsilon_{\Xi, \Omega \backslash \Lambda}\left(U^{k} ; U^{\mathrm{ref}}\right)=\frac{\left\|U^{k}-U^{\mathrm{ref}}\right\|_{\mathrm{L}_{\mu}^{2}\left(\Xi ; \mathrm{L}^{2}(\Omega \backslash \Lambda)\right)}}{\left\|U^{\mathrm{ref}}\right\|_{\mathrm{L}_{\mu}^{2}\left(\Xi ; \mathrm{L}^{2}(\Omega \backslash \Lambda)\right)}}, \quad \text { with } \quad\|U\|_{\mathrm{L}_{\mu}^{2}\left(\Xi ; \mathrm{L}^{2}(\Omega \backslash \Lambda)\right)}^{2}=\mathbb{E}\left(\|U(\xi)\|_{\mathrm{L}^{2}(\Omega \backslash \Lambda)}^{2}\right) .
$$

The reference solution ( $\left.U^{\text {ref }}, w^{\text {ref }}, \lambda^{\text {ref }}\right)$ is obtained by directly solving the full-scale coupled problem (16) using the adaptive sparse least-squares method described in Section 4.3. Following Theorem 3.7, the global reference solution $U^{\text {ref }}$ is the restriction to subdomain $\Omega \backslash \Lambda$ of the limit $U$ of the sequence of global iterates $U^{k}$. At the spatial level, the global (resp. local) reference solution $U^{\text {ref }}\left(\operatorname{resp} .\left(w_{q}^{\text {ref }}, \lambda_{q}^{\text {ref }}\right)\right)$ is discretized using the same finite element mesh as the global (resp. local) approximations $U^{k}$ (resp. $\left(w_{q}^{k}, \lambda_{q}^{k}\right)$ ). At the stochastic level, the number of samples $N^{\text {ref }}$ and the approximation spaces $\mathcal{S}_{\mathcal{A}^{\text {ref }}}$ are controlled by using the leave-one-out crossvalidation procedure presented in Algorithm 7.1. The prescribed tolerance for the convergence of Algorithm 7.2 is set to $\varepsilon_{\mathrm{cv}}^{\mathrm{ref}}=10^{-6}$. The resulting sample size is $N^{\mathrm{ref}}=795$ for the isotropic case and $N^{\mathrm{ref}}=491$ for the anisotropic case. The partial polynomial degrees $p_{i}^{\text {ref }}$ (in each random variable $\xi_{i}$ ) and the dimension $\# \mathcal{A}^{\text {ref }}$ of approximation spaces $\mathcal{S}_{\mathcal{A}^{\text {ref }}}$ for global and local reference solutions $U^{\text {ref }}$ and $\left(w_{q}^{\text {ref }}, \lambda_{q}^{\text {ref }}\right)$ are reported in Table 1 for both isotropic and anisotropic cases. The local reference solution $\left(w_{q}^{\text {ref }}, \lambda_{q}^{\text {ref }}\right)$ mainly depends on the random variables $\xi_{2 q-1}$ and $\xi_{2 q}$ associated with the corresponding patch $\Lambda_{q}$, as well as on the random variables confined in the surrounding patches. Note that, in the anisotropic setting, the stronger the variabilities in the material properties within a patch $\Lambda_{q}$ are, the more the reference local solution $\left(w_{q}^{\mathrm{ref}}, \lambda_{q}^{\mathrm{ref}}\right)$ is sensitive to the random variables $\xi_{2 q-1}$ and $\xi_{2 q}$ associated with $\Lambda_{q}$.
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|  | $p_{1}^{\text {ref }}$ | $p_{2}^{\text {ref }}$ | $p_{3}^{\text {ref }}$ | $p_{4}^{\text {ref }}$ | $p_{5}^{\text {ref }}$ | $p_{6}^{\text {ref }}$ | $p_{7}^{\text {ref }}$ | $p_{8}^{\text {ref }}$ | $p_{9}^{\text {ref }}$ | $p_{10}^{\text {ref }}$ | $p_{11}^{\text {ref }}$ | $p_{12}^{\text {ref }}$ | $p_{13}^{\text {ref }}$ | $p_{14}^{\text {ref }}$ | $p_{15}^{\text {ref }}$ | $p_{16}^{\text {ref }}$ | $\# \mathcal{A}^{\text {ref }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U^{\text {ref }}$ | 7 | 3 | 6 | 4 | 6 | 4 | 6 | 4 | 6 | 4 | 6 | 4 | 6 | 4 | 7 | 3 | 384 |
| $w_{1}^{\text {ref }}$ | 7 | 3 | 5 | 3 | 3 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 85 |
| $\lambda_{1}^{\text {ref }}$ | 8 | 4 | 6 | 4 | 5 | 3 | 3 | 2 | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 186 |
| $w_{2}^{\text {ref }}$ | 6 | 3 | 7 | 4 | 5 | 3 | 3 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 142 |
| $\lambda_{2}^{\text {ref }}$ | 6 | 3 | 7 | 4 | 5 | 3 | 4 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 170 |
| $w_{3}^{\text {ref }}$ | 4 | 2 | 5 | 3 | 7 | 4 | 5 | 3 | 3 | 2 | 2 | 1 | 1 | 1 | 0 | 0 | 150 |
| $\lambda_{3}^{\text {ref }}$ | 5 | 2 | 5 | 3 | 7 | 4 | 5 | 3 | 4 | 3 | 2 | 2 | 1 | 1 | 1 | 0 | 215 |
| $w_{4}^{\text {ref }}$ | 3 | 1 | 3 | 2 | 5 | 3 | 7 | 4 | 5 | 3 | 3 | 2 | 2 | 2 | 1 | 1 | 168 |
| $\lambda_{4}^{\text {ref }}$ | 3 | 2 | 4 | 3 | 5 | 3 | 7 | 4 | 5 | 3 | 4 | 3 | 3 | 2 | 2 | 1 | 235 |
| $w_{5}^{\text {ref }}$ | 1 | 1 | 2 | 1 | 3 | 2 | 5 | 3 | 7 | 4 | 5 | 3 | 3 | 2 | 3 | 1 | 167 |
| $\lambda_{5}^{\text {ref }}$ | 2 | 1 | 3 | 2 | 4 | 3 | 5 | 3 | 7 | 4 | 5 | 3 | 4 | 2 | 3 | 2 | 234 |
| $w_{6}^{\text {ref }}$ | 1 | 0 | 1 | 1 | 2 | 1 | 3 | 2 | 5 | 3 | 7 | 3 | 5 | 3 | 4 | 2 | 149 |
| $\lambda_{6}^{\text {ref }}$ | 1 | 0 | 1 | 1 | 3 | 2 | 4 | 3 | 6 | 3 | 7 | 4 | 6 | 3 | 5 | 2 | 239 |
| $w_{7}^{\text {ref }}$ | 0 | 0 | 0 | 0 | 0 | 1 | 2 | 2 | 3 | 2 | 5 | 3 | 8 | 4 | 5 | 3 | 164 |
| $\lambda_{7}^{\text {ref }}$ | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 2 | 4 | 2 | 5 | 3 | 7 | 4 | 7 | 3 | 174 |
| $w_{8}^{\text {ref }}$ | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 1 | 3 | 2 | 5 | 3 | 8 | 3 | 91 |
| $\lambda_{8}^{\text {ref }}$ | 0 | 1 | 0 | 0 | 1 | 1 | 2 | 2 | 3 | 2 | 5 | 3 | 6 | 4 | 8 | 4 | 202 |

(A) Isotropic case

|  | $p_{1}^{\text {ref }}$ | $p_{2}^{\text {ref }}$ | $p_{3}^{\text {ref }}$ | $p_{4}^{\text {ref }}$ | $p_{5}^{\text {ref }}$ | $p_{6}^{\text {ref }}$ | $p_{7}^{\text {ref }}$ | $p_{8}^{\text {ref }}$ | $p_{9}^{\text {ref }}$ | $p_{10}^{\text {ref }}$ | $p_{11}^{\text {ref }}$ | $p_{12}^{\text {ref }}$ | $p_{13}^{\text {ref }}$ | $p_{14}^{\text {ref }}$ | $p_{15}^{\text {ref }}$ | $p_{16}^{\text {ref }}$ | $\# \mathcal{A}^{\text {ref }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U^{\text {ref }}$ | 6 | 3 | 5 | 3 | 5 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 3 | 2 | 3 | 2 | 173 |
| $w_{1}^{\text {ref }}$ | 7 | 3 | 4 | 3 | 2 | 2 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 57 |
| $\lambda_{1}^{\text {ref }}$ | 7 | 3 | 5 | 3 | 4 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 129 |
| $w_{2}^{\text {ref }}$ | 5 | 2 | 6 | 3 | 4 | 3 | 3 | 2 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 95 |
| $\lambda_{2}^{\text {ref }}$ | 5 | 3 | 6 | 3 | 4 | 3 | 3 | 2 | 2 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 115 |
| $w_{3}^{\text {ref }}$ | 4 | 2 | 4 | 3 | 6 | 3 | 4 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 106 |
| $\lambda_{3}^{\text {ref }}$ | 4 | 2 | 5 | 3 | 6 | 3 | 4 | 3 | 3 | 2 | 1 | 1 | 0 | 1 | 0 | 0 | 127 |
| $w_{4}^{\text {ref }}$ | 2 | 1 | 3 | 2 | 4 | 2 | 5 | 3 | 3 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 84 |
| $\lambda_{4}^{\text {ref }}$ | 3 | 1 | 3 | 2 | 4 | 3 | 5 | 3 | 4 | 3 | 2 | 2 | 1 | 1 | 1 | 0 | 112 |
| $w_{5}^{\text {ref }}$ | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 2 | 5 | 3 | 3 | 2 | 2 | 1 | 1 | 1 | 68 |
| $\lambda_{5}^{\text {ref }}$ | 2 | 1 | 2 | 1 | 3 | 2 | 4 | 3 | 5 | 3 | 3 | 2 | 2 | 2 | 1 | 1 | 94 |
| $w_{6}^{\text {ref }}$ | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 2 | 3 | 2 | 4 | 3 | 3 | 2 | 2 | 1 | 54 |
| $\lambda_{6}^{\text {ref }}$ | 0 | 0 | 1 | 1 | 2 | 2 | 3 | 2 | 4 | 3 | 5 | 3 | 3 | 2 | 2 | 1 | 84 |
| $w_{7}^{\text {ref }}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 2 | 3 | 2 | 4 | 2 | 2 | 1 | 40 |
| $\lambda_{7}^{\text {ref }}$ | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 3 | 2 | 3 | 2 | 4 | 3 | 3 | 2 | 55 |
| $w_{8}^{\text {ref }}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 2 | 2 | 3 | 2 | 23 |
| $\lambda_{8}^{\text {ref }}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 3 | 2 | 3 | 2 | 3 | 2 | 41 |

(B) Anisotropic case

TABLE 1. Partial polynomial degrees $p_{i}^{\text {ref }}$ (in each random variable $\xi_{i}$ ), $i \in\{1, \ldots, 16\}$, and dimension $\# \mathcal{A}^{\text {ref }}$ of approximation spaces $\mathcal{S}_{\mathcal{A}^{\text {ref }}}$ for global and local reference solutions $U^{\text {ref }}$ and $\left(w_{q}^{\mathrm{ref}}, \lambda_{q}^{\mathrm{ref}}\right), q \in\{1, \ldots, 8\}$, where values displayed in red correspond to random variables $\xi_{2 q-1}$ and $\xi_{2 q}$ associated with patch $\Lambda_{q}$

We first consider a fixed cross-validation tolerance $\varepsilon_{\mathrm{cv}}=10^{-3}$ in Algorithm 7.2 for the accuracy of local solutions $\left(w_{q}^{k}, \lambda_{q}^{k}\right)$ and we study the influence of relaxation parameter $\rho_{k}$ on the convergence of the global-local
iterative algorithm. Figure 4 represents the evolution of relative error indicator $\varepsilon_{\Xi, \Omega \backslash \Lambda}$ with respect to the number of iterations $k$ for different fixed values of relaxation parameter $\rho \in\{0.2,0.4,0.6,0.8,1,1.2,1.4,1.6,1.8\}$ and for a relaxation parameter $\rho_{k}$ dynamically updated through the Aitken's Delta-Squared method presented in Section 4.4 in the isotropic case. As expected, the relaxation parameter has a strong influence on the convergence rate of the iterative algorithm. The Aitken's Delta-Squared acceleration technique provides similar results as those obtained with an optimal fixed relaxation parameter without any additional computational cost. The relative error indicator decreases sharply ( $\varepsilon_{\Xi, \Omega \backslash \Lambda}=5.10^{-5}$ after only $k=3$ iterations) and reaches a plateau $\varepsilon_{\Xi, \Omega \backslash \Lambda}=3.10^{-6}$ for $k \geqslant 5$. Similar results can be obtained for the anisotropic case.


Figure 4. Isotropic problem: evolution of error indicator $\varepsilon_{\Xi, \Omega \backslash \Lambda}$ with respect to iteration number $k$ for different fixed relaxation parameters $\rho$ and for Aitken's dynamic relaxation parameter $\rho_{k}$

We now use the Aitken's dynamic relaxation and we investigate the influence of the prescribed tolerance $\varepsilon_{\mathrm{cv}}$ for cross-validation in Algorithm 7.2 on the performances of the global-local iterative algorithm in terms of accuracy and computational efficiency. Figure 5 shows the evolution of relative error indicator $\varepsilon_{\Xi, \Omega \backslash \Lambda}$ and computational cost per iteration as functions of the number of iterations $k$ of the global-local iterative algorithm for different cross-validation tolerances $\varepsilon_{\mathrm{cv}} \in\left\{10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}\right\}$ for both problems. The iterative algorithm converges quite fast until the relative error indicator $\varepsilon_{\Xi, \Omega \backslash \Lambda}$ stabilizes around a value smaller than the tolerance $\varepsilon_{\mathrm{cv}}$ imposed to Algorithm 7.2 for cross-validation. The cross-validation threshold $\varepsilon_{\mathrm{cv}}$ can then be seen as the level of a perturbation occurring at each local step of the iterative algorithm and having an impact on its convergence properties. The accuracy of multiscale solution $u=\left(U, w_{1}, \ldots, w_{Q}\right)$ obtained at convergence of the global-local iterative algorithm is then controlled by the cross-validation tolerance $\varepsilon_{\mathrm{cv}}$ prescribed to Algorithm 7.2 at each local stage. Note that using a relatively high cross-validation tolerance $\varepsilon_{\mathrm{cv}}=10^{-2}$ allows to reach a rather small precision $\varepsilon_{\Xi, \Omega \backslash \Lambda}=6.10^{-5}$ (resp. $4.10^{-5}$ ) after only $k=3$ iterations for the isotropic (resp. anisotropic) case. Figure 6 displays the evolution of Aitken's dynamic relaxation parameter $\rho_{k}$ with respect to iteration number $k$ for the aforementioned cross-validation tolerances $\varepsilon_{\mathrm{cv}}=10^{-2}, \ldots, 10^{-5}$ for both isotropic and anisotropic cases. As mentioned in [80], relaxation parameter $\rho_{k}$ varies but does not seem to follow a definite pattern during the iterations of the algorithm. In our numerical experiments, $\rho_{k}$ varies slightly around the value 1 during the first iterations, then decreases toward zero as soon as the relative error indicator $\varepsilon_{\Xi, \Omega \backslash \Lambda}$ stagnates around a certain value depending on the prescribed tolerance $\varepsilon_{\mathrm{cv}}$ for cross-validation. Figure 7 shows the evolutions of the sample size $N_{q}$ and the dimension $\# \mathcal{A}_{q}$ of the approximation space for local solution $w_{q}^{k}$ and Lagrange multiplier $\lambda_{q}^{k}$ within patch $\Lambda_{q}$, for $q=4$, as functions of the number of iterations $k$ for cross-validation threshold
values $\varepsilon_{\mathrm{cv}}$ varying from $10^{-2}$ to $10^{-5}$ for both isotropic and anisotropic cases. The number of samples $N_{q}$ and the dimension $\# \mathcal{A}_{q}$ of the polynomial spaces increase during the first iterations and then stagnate around a certain value which is higher as the prescribed tolerance $\varepsilon_{\mathrm{cv}}$ for cross-validation is lower. The sample sizes and the dimensions of approximation spaces are higher for the isotropic case than for the anisotropic case. Note that the dimension of the approximation space obtained for Lagrange multiplier $\lambda_{q}$ is higher than the one for local solution $w_{q}$.


Figure 5. Evolutions of (a)-(b) error indicator $\varepsilon_{\Xi, \Omega \backslash \Lambda}$ and (c)-(d) CPU time per iteration with respect to iteration number $k$ for different cross-validation tolerances $\varepsilon_{\mathrm{cv}}$

In order to illustrate the capability of the adaptive least-squares solver given in Algorithm 7.2 to capture sparse high-dimensional polynomial approximations of local solutions, Table 2 shows the partial polynomial degrees $p_{i}$ with respect to each random variable $\xi_{i}, i \in\{1, \ldots, m\}$, and the dimension $\# \mathcal{A}$ of approximation spaces $\mathcal{S}_{\mathcal{A}}$ for global and local solutions $U$ and $\left(w^{q}, \lambda^{q}\right), q \in\{1, \ldots, Q\}$, obtained at convergence of the global-local iterative algorithm and using a fixed cross-validation tolerance $\varepsilon_{\mathrm{cv}}=10^{-3}$ for the convergence of Algorithm 7.2. We observe that the use of the adaptive sparse least-squares solver allows to detect sparsity in local solutions $\left(w^{q}, \lambda^{q}\right)$. Indeed, Algorithm 7.2 gives local solutions $\left(w^{q}, \lambda^{q}\right)$ with a very low effective dimensionality in so far as they are mainly dependent on only few random variables, especially the random variables $\xi_{2 q-1}$ and $\xi_{2 q}$ associated with patch $\Lambda_{q}$.


Figure 6. Evolutions of Aitken's dynamic relaxation parameter $\rho_{k}$ with respect to iteration number $k$ for different cross-validation tolerances $\varepsilon_{\mathrm{cv}}$

### 5.3. Illustration of quantities of interest

We now look at the effect of input uncertainties in material properties, namely diffusion coefficient $K$ and reaction parameter $R$, on the variability of the solution. We apply the Aitken's acceleration technique to the relaxation step of the global-local iterative algorithm and we set the cross-validation tolerance to $\varepsilon_{\mathrm{cv}}=10^{-3}$ in Algorithm 7.2. We then consider the multiscale solution $u=\left(U, w_{1}, \ldots, w_{Q}\right)$ obtained at final iteration of the algorithm. Figures 8 a and 8 b show the mean and variance of global solution $U$ and local solutions $w_{q}$ as well as that of multiscale solution $u$, for isotropic and anisotropic cases, respectively. In the anisotropic case, the variability in the material properties of patch $\Lambda_{q}$ decreases with $q$ due to the anisotropy introduced in the weights $\gamma_{q}$. The highest spatial contributions to the variance $\mathbb{V}(u)$ of multiscale solution $u$ are fully captured by the local solution $w_{q}$ within every patch $\Lambda_{q}$ and localized in the first patches in the anisotropic case.

In order to quantify the relative impact of each input random variable $\xi_{i}$ on the variability of solution $u$, we introduce the following global sensitivity indices:

$$
\widetilde{S}_{i}(u)=\frac{\mathbb{V}\left(\mathbb{E}\left(u(x, \xi) \mid \xi_{i}\right)\right)}{\max _{x \in \Omega}(\mathbb{V}(u(x, \xi)))}
$$

where $\mathbb{E}\left(u(x, \xi) \mid \xi_{i}\right)$ is the conditional expectation of solution $u$ with respect to random variable $\xi_{i}$. $\widetilde{S}_{i}(u)$ is a sensitivity index which reflects the zone of influence of a random variable $\xi_{i}$ (associated with patch $\Lambda_{q}$ for $i \in\{2 q-1,2 q\})$ on the variability of solution $u$. Note that global sensitivity indices $\widetilde{S}_{i}(u)$ can be straightforwardly computed from the expansion of $u(x, \xi)$ on an orthonormal polynomial basis (see [82]). Figure 9 shows the spatial distributions of sensitivity indices $\widetilde{S}_{i}(u)$, computed at final iteration of the global-local iterative algorithm for all $i \in\{1, \ldots, m\}$. We observe that random variables $\xi_{2 q-1}$ and $\xi_{2 q}$ have only a local influence within the corresponding patch $\Lambda_{q}$ on the variance of solution $u$. In the anisotropic case, the magnitude of sensitivity indices $\widetilde{S}_{i}(u)$ again reflects the highest input variabilities in the material properties within the first patches. Note that the patches $\Lambda_{q}$ are sufficiently large to capture the main effects of the input uncertainties on local solutions $w_{q}, q \in\{1, \ldots, Q\}$.

## 6. Conclusion

A global-local iterative method has been proposed for the solution of non-linear stochastic multiscale problems with localized sources of uncertainties and non-linearities. The proposed multiscale approach relies on a domain


Figure 7. Evolutions of (a)-(b) the number of samples $N_{4}$ and (c)-(d) the dimension $\# \mathcal{A}_{4}$ of the approximation basis for local solution $w_{4}^{k}$ (solid lines) and Lagrange multiplier $\lambda_{4}^{k}$ (dashed lines) within patch $\Lambda_{4}$ with respect to iteration number $k$ for different cross-validation tolerances $\varepsilon_{\mathrm{cv}}$
decomposition method with patches. The iterative coupling strategy is performed by sequentially solving a linear global problem (with deterministic operator and uncertain right-hand side) and a set of independent non-linear local problems (with uncertain operators and right-hand sides) defined on patches. The global-local iterative coupling algorithm is said non-intrusive in the sense that it does not require any modification of both models and solvers during iterations. The local problems can thus be easily handled using dedicated approximation methods and specific solvers. The consistency, convergence and robustness of the proposed algorithm have been analyzed. Numerical results demonstrate the high potential and relevance of the stochastic global-local multiscale approach for dealing with models involving localized uncertainties and possible non-linearities. Several perspectives could be addressed in forthcoming works. First, the modularity of the multiscale approach and in particular its solver coupling capabilities could be exploited in order to take advantage of both commercial software packages available in the industry and in-house research codes, as it was done in recent works [32, 34, 49, 71]. Second, the approach could be extended to more complex non-linear models at multiple scales (e.g. plasticity, damage or fracture in solid mechanics). Also, in the context of heat and mass transfer in fluid mechanics, localized input uncertainties may result in uncertainties in the solution that are scattered in the whole domain (and not confined within patches) due to high convective terms (even in the linear setting), thus requiring an adaptation

|  | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $p_{5}$ | $p_{6}$ | $p_{7}$ | $p_{8}$ | $p_{9}$ | $p_{10}$ | $p_{11}$ | $p_{12}$ | $p_{13}$ | $p_{14}$ | $p_{15}$ | $p_{16}$ | $\# \mathcal{A}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U$ | 5 | 2 | 4 | 3 | 4 | 2 | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 2 | 5 | 2 | 192 |
| $w_{1}$ | 3 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 9 |
| $\lambda_{1}$ | 4 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 21 |
| $w_{2}$ | 2 | 1 | 3 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 13 |
| $\lambda_{2}$ | 3 | 1 | 3 | 2 | 2 | 2 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 19 |
| $w_{3}$ | 0 | 0 | 1 | 1 | 3 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 11 |
| $\lambda_{3}$ | 1 | 1 | 2 | 1 | 3 | 2 | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 21 |
| $w_{4}$ | 0 | 0 | 0 | 0 | 1 | 1 | 3 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 11 |
| $\lambda_{4}$ | 0 | 0 | 0 | 1 | 2 | 2 | 4 | 2 | 2 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 25 |
| $w_{5}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 3 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 11 |
| $\lambda_{5}$ | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 3 | 2 | 2 | 1 | 1 | 1 | 0 | 0 | 20 |
| $w_{6}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 3 | 2 | 1 | 1 | 0 | 0 | 11 |
| $\lambda_{6}$ | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 2 | 2 | 4 | 2 | 2 | 2 | 1 | 1 | 28 |
| $w_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 3 | 2 | 2 | 1 | 13 |
| $\lambda_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 2 | 3 | 2 | 3 | 1 | 20 |
| $w_{8}$ | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 3 | 1 | 12 |
| $\lambda_{8}$ | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 3 | 2 | 5 | 2 | 26 |

(A) Isotropic case

|  | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $p_{5}$ | $p_{6}$ | $p_{7}$ | $p_{8}$ | $p_{9}$ | $p_{10}$ | $p_{11}$ | $p_{12}$ | $p_{13}$ | $p_{14}$ | $p_{15}$ | $p_{16}$ | $\# \mathcal{A}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U$ | 5 | 3 | 3 | 2 | 3 | 2 | 3 | 2 | 3 | 2 | 3 | 1 | 2 | 3 | 2 | 1 | 112 |
| $w_{1}$ | 3 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 8 |
| $\lambda_{1}$ | 4 | 2 | 2 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 18 |
| $w_{2}$ | 1 | 1 | 2 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 9 |
| $\lambda_{2}$ | 2 | 1 | 3 | 2 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 15 |
| $w_{3}$ | 1 | 0 | 1 | 1 | 2 | 1 | 1 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 13 |
| $\lambda_{3}$ | 1 | 1 | 2 | 1 | 3 | 2 | 1 | 2 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 18 |
| $w_{4}$ | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 8 |
| $\lambda_{4}$ | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 2 | 1 | 2 | 0 | 1 | 0 | 0 | 1 | 0 | 16 |
| $w_{5}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 7 |
| $\lambda_{5}$ | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 11 |
| $w_{6}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 0 | 1 | 0 | 0 | 7 |
| $\lambda_{6}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 1 | 1 | 0 | 0 | 8 |
| $w_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 5 |
| $\lambda_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 1 | 1 | 8 |
| $w_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 4 |
| $\lambda_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 1 | 7 |

(B) Anisotropic case

TABLE 2. Partial polynomial degrees $p_{i}$ (in each random variable $\xi_{i}$ ), $i \in\{1, \ldots, 16\}$, and dimension $\# \mathcal{A}$ of approximation spaces $\mathcal{S}_{\mathcal{A}}$ for global and local solutions $U$ and $\left(w_{q}, \lambda_{q}\right)$, $q \in\{1, \ldots, 8\}$, where values displayed in red correspond to random variables $\xi_{2 q-1}$ and $\xi_{2 q}$ associated with patch $\Lambda_{q}$
of the size of the patches during iterations. Quantifying the effects of localized uncertainties in such multiscale stochastic models is currently one of the appealing engineering and scientific challenges.


Figure 8. Mean $\mathbb{E}$ and variance $\mathbb{V}$ of global solution $U$, local solutions $w_{q}$ and multiscale solution $u$

## 7. Appendix

The algorithms and the proofs of some technical results are collected in this appendix.

### 7.1. Leave-one-out cross-validation procedure

Algorithm 7.1 (Leave-one-out cross-validation procedure).
Input: Coefficients $\mathbf{V}=\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{A}}$ of the approximation $\mathbf{v}(\xi)=\sum_{\alpha \in \mathcal{A}} \mathbf{v}_{\alpha} \psi_{\alpha}(\xi)$ of $\mathbf{u}(\xi)$, and matrices $\mathbf{\Psi}=$
$\left(\psi_{\alpha}\left(\xi^{l}\right)\right)_{1 \leqslant l \leqslant N, \alpha \in \mathcal{A}}$ and $\mathbf{Y}^{T}=\left(\mathbf{u}\left(\xi^{l}\right)\right)_{1 \leqslant l \leqslant N}$ containing the evaluations of $\left(\psi_{\alpha}(\xi)\right)_{\alpha \in \mathcal{A}}$ and $\mathbf{u}(\xi)=\left(u_{i}(\xi)\right)_{i \in \mathcal{I}}$
Output: Vector $\boldsymbol{\varepsilon}=\left(\varepsilon_{i}\right)_{i \in \mathcal{I}}$, where $\varepsilon_{i}$ is an estimation of the error $\mathbb{E}\left(\left(u_{i}(\xi)-v_{i}(\xi)\right)^{2}\right)$
1: for $i=1, \ldots, n$ do
2: Compute the set of predicted residuals $\left\{\Delta_{l}^{i}\right\}_{l=1}^{N}$ associated with sample set $\left\{\xi^{l}\right\}_{l=1}^{N}$ using Sherman-Morrison-Woodbury formula: $\Delta_{l}^{i}=\frac{r_{l i}}{1-h_{l}}$ with $r_{l i}$ the $(l, i)$-th entry of matrix $\mathbf{R}=\boldsymbol{\Psi} \mathbf{V}^{T}-\mathbf{Y}$, and $h_{l}$ the l-th diagonal term in matrix $\mathbf{H}=\mathbf{\Psi}\left(\mathbf{\Psi}^{T} \boldsymbol{\Psi}\right)^{-1} \boldsymbol{\Psi}^{T}$
3: Compute the leave-one-out error $e_{i}=\frac{E_{i}}{\widehat{m}_{2}\left(\mathbf{Y}_{i}\right)}$, where $E_{i}=\frac{1}{N} \sum_{l=1}^{N}\left(\Delta_{l}^{i}\right)^{2}$ and $\widehat{m}_{2}\left(\mathbf{Y}_{i}\right)$ is the empirical second moment of the $i$-th column $\mathbf{Y}_{i}=\left(u_{i}\left(\xi^{l}\right)\right)_{l=1}^{N}$ of matrix $\mathbf{Y}$
4: Compute the corrected leave-one-out error $\varepsilon_{i}=e_{i} \times T(\mathcal{A}, N)$, where $T(\mathcal{A}, N)=$ $\left(1-\frac{\# \mathcal{A}}{N}\right)^{-1}\left(1+\frac{\operatorname{tr}\left(\widehat{\mathbf{C}}^{-1}\right)}{N}\right)$ is a correction factor allowing to reduce the sensitivity to overfitting [83, 84] and where $\widehat{\mathbf{C}}=\frac{1}{N} \boldsymbol{\Psi}^{T} \boldsymbol{\Psi}$ is the empirical covariance matrix of $\left(\psi_{\alpha}(\xi)\right)_{\alpha \in \mathcal{A}}$
5: end for


Figure 9. Sensitivity indices $\widetilde{S}_{i}(u)$ of multiscale solution $u$ with respect to each random variable $\xi_{i}, i \in\{1, \ldots, 16\}$, where the first row gathers the sensitivity indices $\widetilde{S}_{2 q-1}(u)$ associated with random diffusion coefficient $K_{q}$ (parameterized by $\xi_{2 q-1}$ ) and the second row gathers the sensitivity indices $\widetilde{S}_{2 q}(u)$ associated with random reaction parameter $R_{q}$ (parameterized by $\left.\xi_{2 q}\right), q \in\{1, \ldots, 8\}$

### 7.2. Adaptive sparse least-squares solver with random sampling and working set strategy

Algorithm 7.2 (Adaptive sparse least-squares solver).
Input: Initial number of samples $N \geqslant 1$, sampling factor $p_{\text {add }}>0$, parameter $\theta \in[0,1]$
Output: Monotone set $\mathcal{A}$ and coefficients $\mathbf{V}=\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{A}}$ of the least-squares approximation $\mathbf{v}(\xi)=$ $\sum_{\alpha \in \mathcal{A}} \mathbf{v}_{\alpha} \psi_{\alpha}(\xi)$ of $\mathbf{u}(\xi)$
Start with null initial set $\mathcal{A}=\left\{0_{\mathcal{F}}\right\}$
Generate the initial sample set $\left\{\xi^{l}\right\}_{l=1}^{N}$ randomly
Compute the matrices $\boldsymbol{\Psi}_{\mathcal{A}}=\left(\psi_{\alpha}\left(\xi^{l}\right)\right)_{1 \leqslant l \leqslant N, \alpha \in \mathcal{A}}$ and $\mathbf{Y}^{T}=\left(\mathbf{u}\left(\xi^{l}\right)\right)_{1 \leqslant l \leqslant N}$
while no convergence do
// Adaptive random sampling while no convergence and no stagnation do
Generate the additional sample set $\left\{\xi^{N+l}\right\}_{l=1}^{N a d d}$ randomly, with $N_{\text {add }}=\operatorname{ceil}\left(p_{\text {add }} N\right)$
Compute the matrices $\boldsymbol{\Psi}_{\mathcal{A}, \text { add }}=\left(\psi\left(\xi^{N+l}\right)\right)_{1 \leqslant l \leqslant N_{\text {add }}, \alpha \in \mathcal{A}}$ and $\mathbf{Y}_{\text {add }}^{T}=\left(\mathbf{u}\left(\xi^{N+l}\right)\right)_{1 \leqslant l \leqslant N_{\text {add }}}$
Update the number of samples $N \leftarrow N+N_{\text {add }}$ and the matrices $\boldsymbol{\Psi}_{\mathcal{A}}^{T} \leftarrow\left(\boldsymbol{\Psi}_{\mathcal{A}}^{T}, \boldsymbol{\Psi}_{\mathcal{A} \text {,add }}^{T}\right)$ and $\mathbf{Y}^{T} \leftarrow$ ( $\mathbf{Y}^{T}, \mathbf{Y}_{\text {add }}^{T}$ )
Compute the coefficients $\mathbf{V}=\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{A}}$ such that $\mathbf{V}^{T}=\left(\mathbf{\Psi}_{\mathcal{A}}^{T} \boldsymbol{\Psi}_{\mathcal{A}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{A}}^{T} \mathbf{Y}$

## end while

// Working set strategy
while no convergence and no overfitting do
Compute the reduced margin $\mathcal{M}=\mathcal{M}_{\text {red }}(\mathcal{A})$ of monotone set $\mathcal{A}$ and the set $\mathcal{T}=\mathcal{A} \cup \mathcal{M}$
if $\# \mathcal{T}>N$ then
break
end if
Compute the matrices $\boldsymbol{\Psi}_{\mathcal{M}}=\left(\psi_{\alpha}\left(\xi^{l}\right)\right)_{1 \leqslant l \leqslant N, \alpha \in \mathcal{M}}$ and $\boldsymbol{\Psi}_{\mathcal{T}}=\left(\boldsymbol{\Psi}_{\mathcal{A}}, \boldsymbol{\Psi}_{\mathcal{M}}\right)$
Compute the coefficients $\mathbf{V}=\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{T}}$ such that $\mathbf{V}^{T}=\left(\mathbf{\Psi}_{\mathcal{T}}^{T} \mathbf{\Psi}_{\mathcal{T}}\right)^{-1} \mathbf{\Psi}_{\mathcal{T}}^{T} \mathbf{Y}$
Compute the vector $\left(\left\|\mathbf{v}_{\alpha}\right\|_{2}\right)_{\alpha \in \mathcal{M}}$
Define the smallest (monotone) subset $\mathcal{N}$ of $\mathcal{M}$ such that $e(\mathcal{N}) \geqslant \theta e(\mathcal{M})$, with $e(\mathcal{N})=\sum_{\alpha \in \mathcal{N}}\left\|\mathbf{v}_{\alpha}\right\|_{2}^{2}$ and $e(\mathcal{M})=\sum_{\alpha \in \mathcal{M}}\left\|\mathbf{v}_{\alpha}\right\|_{2}^{2}$
Update the multi-index set $\mathcal{A} \leftarrow \mathcal{A} \cup \mathcal{N}$ and the matrix $\boldsymbol{\Psi}_{\mathcal{A}} \leftarrow\left(\boldsymbol{\Psi}_{\mathcal{A}}, \boldsymbol{\Psi}_{\mathcal{N}}\right)$, where $\boldsymbol{\Psi}_{\mathcal{N}}$ is the submatrix of $\boldsymbol{\Psi}_{\mathcal{M}}$ whose columns correspond to multi-indices $\alpha \in \mathcal{N}$
Compute the coefficients $\mathbf{V}=\left(\mathbf{v}_{\alpha}\right)_{\alpha \in \mathcal{A}}$ such that $\mathbf{V}^{T}=\left(\boldsymbol{\Psi}_{\mathcal{A}}^{T} \boldsymbol{\Psi}_{\mathcal{A}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{A}}^{T} \mathbf{Y}$ end while
end while

### 7.3. Proof of Lemma 2.2

The first inequality $|v|_{\mathcal{V}} \leqslant\|v\|_{\mathcal{V}}$ is obvious. Using (12) with $(\mathcal{O}, \mathcal{E})=(\Lambda, \Gamma)$, we obtain $\left\|v_{\mid \Lambda}\right\|_{\mathrm{H}^{1}(\Lambda)} \leqslant$ $C_{\Lambda, \Gamma}\left(\left|v_{\mid \Lambda}\right|_{H^{1}(\Lambda)}+\left\|v_{\mid \Lambda}\right\|_{\mathrm{H}^{1 / 2}(\Gamma)}\right)$. Then, using the weak continuity of $v$ on $\Gamma$, we have $\left\|v_{\mid \Lambda}\right\|_{\mathrm{H}^{1 / 2}(\Gamma)}=$ $\left\|v_{\mid \Omega \backslash \Lambda}\right\|_{\mathrm{H}^{1 / 2}(\Gamma)} \leqslant \beta_{\tau}\left\|v_{\mid \Omega \backslash \Lambda}\right\|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}$, where $\beta_{\tau}$ is the norm of the trace operator $\tau: \mathrm{H}^{1}(\Omega \backslash \Lambda) \rightarrow \mathrm{H}^{1 / 2}(\Gamma)$. Now, using (12) with $(\mathcal{O}, \mathcal{E})=\left(\Omega \backslash \Lambda, \Gamma_{D} \cap \partial(\Omega \backslash \Lambda)\right)$, we obtain $\left\|v_{\mid \Omega \backslash \Lambda}\right\|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)} \leqslant \widehat{C}\left|v_{\mid \Omega \backslash \Lambda}\right|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}$, with $\widehat{C}=C_{\Omega \backslash \Lambda, \Gamma_{D} \cap \partial(\Omega \backslash \Lambda)}$. Then, we deduce that

$$
\begin{aligned}
\|v\|_{\mathcal{V}}^{2} & \leqslant \widehat{C}^{2}\left|v_{\mid \Omega \backslash \Lambda}\right|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}^{2}+C_{\Lambda, \Gamma}^{2}\left(\left|v_{\mid \Lambda}\right|_{\mathrm{H}^{1}(\Lambda)}+\left.\left.\beta_{\tau} \widehat{C}\right|_{\mid \Omega \backslash \Lambda}\right|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}\right)^{2} \\
& \leqslant \widehat{C}^{2}\left(1+2 C_{\Lambda, \Gamma}^{2} \beta_{\tau}^{2}\right)\left|v_{\mid \Omega \backslash \Lambda}\right|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}^{2}+2 C_{\Lambda, \Gamma}^{2}\left|v_{\mid \Lambda}\right|_{\mathrm{H}^{1}(\Lambda)}^{2} \leqslant C_{\mathcal{V}}^{2}|v|_{\mathcal{V}}^{2},
\end{aligned}
$$

where $C_{\mathcal{V}}^{2}=\max \left\{\widehat{C}^{2}\left(1+2 C_{\Lambda, \Gamma}^{2} \beta_{\tau}^{2}\right), 2 C_{\Lambda, \Gamma}^{2}\right\}$. $C_{\mathcal{V}}$ is independent of $\xi$ since $\widehat{C}$ and $C_{\Lambda, \Gamma}$ are independent of $\xi$ (assumption 1.7) and $\beta_{\tau}$ is independent of $\xi$.

### 7.4. Proof of Theorem 2.3

Let $\mathcal{V}^{*}$ be the topological dual space to $\mathcal{V}$ and let $\langle\cdot, \cdot\rangle$ denote the duality pairing between $\mathcal{V}$ and $\mathcal{V}^{*}$. For $u \in \mathcal{V}, v \mapsto d_{\Omega}(u, v ; \xi)$ is linear and continuous. Then, there exists a unique non-linear map $\mathcal{D}(\xi): \mathcal{V} \rightarrow \mathcal{V}^{*}$ such that $d_{\Omega}(u, v ; \xi)=\langle\mathcal{D}(\xi)(u), v\rangle$ for all $u, v \in \mathcal{V}$. As $\ell_{\Omega}(\cdot ; \xi)$ is linear and continuous on $\mathcal{V}$, there exists a unique $L(\xi) \in \mathcal{V}^{*}$ such that $\ell_{\Omega}(v ; \xi)=\langle L(\xi), v\rangle$ for all $v \in \mathcal{V}$. Problem (15) can then be written as $\mathcal{D}(\xi)(u(\xi))=L(\xi)$. First, we have that for all $u, v \in \mathcal{V}$, the $\operatorname{map} t \mapsto\langle\mathcal{D}(\xi)(u+t v), v\rangle=a_{\Omega}(u, v ; \xi)+t a_{\Omega}(v, v ; \xi)+n_{\Lambda}(u+t v, v ; \xi)$ is continuous, which implies that $\mathcal{D}(\xi)$ is radially continuous. Then, assumption (8) on $a_{\Omega \backslash \Lambda}$ and $a_{\Lambda}$ and assumption (10) on $n_{\Lambda}$ imply that for all $u, v \in \mathcal{V}$,

$$
\begin{aligned}
\langle\mathcal{D}(\xi)(u)-\mathcal{D}(\xi)(v), u-v\rangle & =a_{\Omega \backslash \Lambda}(u-v, u-v)+a_{\Lambda}(u-v, u-v)+n_{\Lambda}(u, u-v)-n_{\Lambda}(v, u-v) \\
& \geqslant \alpha_{a}\left(|u-v|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}^{2}+|u-v|_{\mathrm{H}^{1}(\Lambda)}^{2}\right)=\alpha_{a}|u-v|_{\mathcal{V}}^{2} \geqslant \frac{\alpha_{a}}{C_{\mathcal{V}}^{2}}\|u-v\|_{\mathcal{V}}^{2}:=\alpha_{\mathcal{D}}\|u-v\|_{\mathcal{V}}^{2}
\end{aligned}
$$

where the last inequality comes from Lemma 2.2 . Then $\mathcal{D}(\xi)$ is strongly monotone with monotonicity constant $\alpha_{\mathcal{D}}=\frac{\alpha_{a}}{C_{\mathcal{V}}^{2}}$. Also, assumption (11) on $n_{\Lambda}$ implies $\mathcal{D}(\xi)(0)=0$. From this latter condition and from the strong monotonicity of $\mathcal{D}(\xi)$, we obtain that $\langle\mathcal{D}(\xi)(u), u\rangle \geqslant \alpha_{\mathcal{D}}\|u\|_{\mathcal{V}}^{2}$ for all $u \in \mathcal{V}$, and therefore $\mathcal{D}(\xi)$ is coercive. Accordingly, $\mathcal{D}(\xi)$ being radially continuous, monotone and coercive, the Browder-Minty theorem [85, Theorem 2.18] ensures that $\mathcal{D}(\xi)$ is surjective, and therefore there exists a solution $u(\xi) \in \mathcal{V}$ to problem (15). The strict monotonicity of $\mathcal{D}(\xi)$ ensures that this solution is unique, so that we can define an inverse map $\mathcal{D}(\xi)^{-1}: \mathcal{V}^{*} \rightarrow \mathcal{V}$. The strong monotonicity of $\mathcal{D}(\xi)$ then implies that $\mathcal{D}(\xi)^{-1}$ is Lipschitz continuous, with $\left\|\mathcal{D}(\xi)^{-1}(L)-\mathcal{D}(\xi)^{-1}(\tilde{L})\right\|_{\mathcal{V}} \leqslant \frac{1}{\alpha_{\mathcal{D}}}\|L-\tilde{L}\|_{\mathcal{V}^{*}}$ for all $L, \tilde{L} \in \mathcal{V}^{*}$. Finally, from the strong monotonicity and from assumption 1.3, we have that $\|u(\xi)\|_{\mathcal{V}} \leqslant \frac{1}{\alpha_{\mathcal{D}}}\|\mathcal{D}(\xi)(u(\xi))\|_{\mathcal{V}^{*}}=\frac{1}{\alpha_{\mathcal{D}}}\|L(\xi)\|_{\mathcal{V}^{*}}=\frac{1}{\alpha_{\mathcal{D}}} \sup _{\|v\|_{\mathcal{V}}=1}\langle L(\xi), v\rangle=$ $\frac{1}{\alpha_{\mathcal{D}}} \sup _{\|v\|_{\mathcal{V}}=1} \ell_{\Omega}(v ; \xi) \leqslant \frac{1}{\alpha_{\mathcal{D}}} \kappa(\xi)$, with $\kappa \in \mathrm{L}_{\mu}^{p}(\Xi)$. Since $\alpha_{a}$ and $C_{\mathcal{V}}$ are independent of $\xi$ (see Lemma 2.2), $\alpha_{\mathcal{D}}$ is independent of $\xi$ and we deduce that $u \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{V})$.

### 7.5. Proof of Theorem 2.4

Let $u(\xi) \in \widehat{\mathcal{V}}$ such that $u(\xi)_{\mid \Omega \backslash \Lambda}=U(\xi) \in \mathcal{U}$ and $u(\xi)_{\mid \Lambda}=w(\xi) \in \mathcal{W}$. Equation (16c) implies that $u(\xi) \in \mathcal{V}$. Then, considering a test function $\delta u \in \mathcal{V}$ and summing (16a) and (16b), we obtain that $u(\xi)$ verifies (15). From Theorem 2.3, we deduce that problem (16) admits a unique solution $(U(\xi), w(\xi)) \in \mathcal{U} \times \mathcal{W}$ which coincides with the solution of (15). Moreover, since $u \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{V})$, we deduce that $U \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{U})$ and $w \in \mathrm{~L}_{\mu}^{p}(\Xi ; \mathcal{W})$. Then, let $R: \mathrm{H}^{1 / 2}(\Gamma) \rightarrow \mathrm{H}^{1}(\Omega \backslash \Lambda)$ denote a linear continuous extension operator with continuity constant $\beta_{R}$. Equation (16a) yields

$$
b_{\Gamma}(\lambda(\xi), v)=b_{\Gamma}(\lambda(\xi), R(v))=\ell_{\Omega \backslash \Lambda}(R(v))-a_{\Omega \backslash \Lambda}(U(\xi), R(v))
$$

for all $v \in \mathrm{H}^{1 / 2}(\Gamma)$. The right-hand side being a continuous linear form on $\mathrm{H}^{1 / 2}(\Gamma)$, we obtain the existence and uniqueness of a solution $\lambda(\xi) \in \mathcal{M}$. Also, $\|\lambda(\xi)\|_{\mathcal{M}}=\sup _{\|v\|_{\mathrm{H}^{1 / 2}(\Gamma)}=1} b_{\Gamma}(\lambda(\xi), v)=\sup _{\|v\|_{\mathrm{H}^{1 / 2}(\Gamma)}=1} \ell_{\Omega \backslash \Lambda}(R(v))-$ $a_{\Omega \backslash \Lambda}(U(\xi), R(v)) \leqslant \beta_{R}\left(\kappa(\xi)+\beta_{a}\|U(\xi)\|_{\mathcal{U}}\right)$. Since both $\kappa(\xi)$ and $\|U(\xi)\|_{\mathcal{U}}$ belong to $\mathrm{L}_{\mu}^{p}(\Xi)$, $\lambda$ belongs to $\mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{M})$.

### 7.6. Proof of Lemma 3.8

Let $\tau: \mathrm{H}^{1}(\Omega \backslash \Lambda) \rightarrow \mathrm{H}^{1 / 2}(\Gamma)$ denote the trace operator which is linear and continuous with norm $\beta_{\tau}$ independent of $\xi$. Let $R: \mathrm{H}^{1 / 2}(\Gamma) \rightarrow \mathrm{H}^{1}(\widetilde{\Lambda})$ denote a linear continuous extension operator with norm $\beta_{R}$ independent of $\xi$. For $V \in \widetilde{\mathcal{U}}_{\star}$, we write $V_{\mid \widetilde{\Lambda}}=R\left(V_{\mid \Gamma}\right)+Z$, where $Z \in \mathrm{H}_{0}^{1}(\widetilde{\Lambda})$ is such that $c_{\widetilde{\Lambda}}\left(R\left(V_{\mid \Gamma}\right)+Z, \delta U\right)=0$ for all $\delta U \in \mathrm{H}_{0}^{1}(\widetilde{\Lambda})$. From assumption 2.5 on $c_{\widetilde{\Lambda}}$ and using (12) with $(\mathcal{O}, \mathcal{E})=(\widetilde{\Lambda}, \Gamma)$, we obtain that $\|Z\|_{\mathrm{H}^{1}(\widetilde{\Lambda})}^{2} \leqslant C_{\widetilde{\Lambda}, \Gamma}^{2}|Z|_{\mathrm{H}^{1}(\widetilde{\Lambda})}^{2} \leqslant \frac{C_{\tilde{\alpha}, \Gamma}^{2}}{\alpha_{c}} c_{\widetilde{\Lambda}}(Z, Z)=\frac{C_{\tilde{\Lambda}, \Gamma}^{2}}{\alpha_{c}} c_{\widetilde{\Lambda}}\left(-R\left(V_{\mid \Gamma}\right), Z\right) \leqslant \frac{C_{\Lambda, \Gamma}^{2} \beta_{c}}{\alpha_{c}}\left\|R\left(V_{\mid \Gamma}\right)\right\|_{\mathrm{H}^{1}(\widetilde{\Lambda})}\|Z\|_{\mathrm{H}^{1}(\widetilde{\Lambda})}$. Then, from the continuity of $\tau$ and $R$, we deduce that $\|V\|_{\mathrm{H}^{1}(\tilde{\Lambda})} \leqslant\left(1+\frac{\beta_{c} C_{\tilde{\Lambda}, \Gamma}^{2}}{\alpha_{c}}\right) \beta_{R}\|V\|_{\mathrm{H}^{1 / 2}(\Gamma)} \leqslant\left(1+\frac{\beta_{c} C_{\Lambda, \Gamma}^{2}}{\alpha_{c}}\right) \beta_{R} \beta_{\tau}\|V\|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}$.

Finally, since $\|V\|_{\widetilde{\mathcal{U}}}^{2}=\|V\|_{\mathcal{U}}^{2}+\|V\|_{\mathrm{H}^{1}(\widetilde{\Lambda})}^{2}$, we obtain that $\|V\|_{\mathcal{U}} \leqslant\|V\|_{\tilde{\mathcal{U}}} \leqslant C_{\widetilde{\mathcal{U}}}\|V\|_{\mathcal{U}}$ for all $V \in \widetilde{\mathcal{U}}_{\star}$, with $C_{\tilde{\mathcal{U}}}=\left(1+\left(1+\frac{\beta_{c} C_{\tilde{\lambda}, \mathrm{\Gamma}}^{2}}{\alpha_{c}}\right)^{2} \beta_{R}^{2} \beta_{\tau}^{2}\right)^{1 / 2}$ independent of $\xi$.

### 7.7. Proof of Lemma 3.10

First, using property (18) for $c_{\tilde{\Omega}}$, property (19) for $c_{\widetilde{\Lambda}}$ and relation (12) for $(\mathcal{O}, \mathcal{E})=\left(\widetilde{\Omega}, \Gamma_{D} \cap \partial \widetilde{\Omega}\right)$ (with constant $\left.\widetilde{C}=C_{\widetilde{\Omega}, \Gamma_{D} \cap \partial \tilde{\Omega}}\right)$, we obtain that $\|\Upsilon(V ; \xi)\|_{\tilde{\mathcal{U}}} \leqslant \beta_{\Upsilon}\|V\|_{\tilde{\mathcal{U}}}$ for all $V \in \widetilde{\mathcal{U}}$, with $\beta_{\Upsilon}=\frac{\beta_{c} \widetilde{C}^{2}}{\alpha_{c}}$ independent of $\xi$. Then, using again property (18) for $c_{\tilde{\Omega}}$ and relation (12) for $(\mathcal{O}, \mathcal{E})=\left(\widetilde{\Omega}, \Gamma_{D} \cap \partial \widetilde{\Omega}\right)$, we have that $\|\Phi(\beta ; \xi)\|_{\tilde{\mathcal{U}}}^{2} \leqslant \frac{\widetilde{C}^{2}}{\alpha_{c}}\left|b_{\Gamma}(\beta, \Phi(\beta ; \xi))\right| \leqslant \frac{\widetilde{C}^{2}}{\alpha_{c}}\|\beta\|_{\mathcal{M}}\left\|\Phi(\beta ; \xi)_{\mid \Gamma}\right\|_{\mathrm{H}^{1 / 2}(\Gamma)} \leqslant \frac{\beta_{\tau} \widetilde{C}^{2}}{\alpha_{c}}\|\beta\|_{\mathcal{M}}\|\Phi(\beta ; \xi)\|_{\tilde{\mathcal{U}}}$, where $\beta_{\tau}$ is the norm of the trace operator $\tau: \mathrm{H}^{1}(\Omega \backslash \Lambda) \rightarrow \mathrm{H}^{1 / 2}(\Gamma)$. That proves $\|\Phi(\beta ; \xi)\|_{\tilde{\mathcal{U}}} \leqslant \beta_{\Phi}\|\beta\|_{\mathcal{M}}$ for all $\beta \in \mathcal{M}$, with $\beta_{\Phi}=\frac{\beta_{\tau} \widetilde{C}^{2}}{\alpha_{c}}$ independent of $\xi$.

### 7.8. Proof of Lemma 3.11

Given the property (13) for the definition of the patch, we can introduce a partition $\bar{\Lambda}=\overline{\Lambda_{i} \cup \Lambda_{e}}$ with $\Lambda_{i} \cap \Lambda_{e}=\emptyset$ and $\operatorname{dist}\left(\Lambda_{i}, \Gamma\right)=\delta$, for which $\Lambda_{\star} \subset \Lambda_{i}$. That means $\Lambda_{e}$ is a band of width $\delta$ around $\Gamma$ where the differential operator is linear. Let $\Gamma_{e}=\partial \Lambda_{e} \cap \partial \Lambda_{i}$ and $\Gamma_{e}^{D}=\partial \Lambda_{e} \cap \Gamma_{D}$. The restriction $w_{e}(\xi)$ of the local solution $w(\xi)=\Theta(U(\xi) ; \xi)$ to $\Lambda_{e}$ is such that $w_{e}(\xi) \in \mathrm{H}^{1}\left(\Lambda_{e}\right), w_{e}(\xi)_{\mid \Gamma}=U(\xi)_{\mid \Gamma}, w_{e}(\xi)_{\mid \Gamma_{e}}=w(\xi)_{\mid \Gamma_{e}}, w_{e}(\xi)_{\mid \Gamma_{e}^{D}}=0$ and

$$
\begin{equation*}
a_{\Lambda_{e}}\left(w_{e}(\xi), \delta w_{e}\right)=\ell_{\Lambda_{e}}\left(\delta w_{e} ; \xi\right) \tag{38}
\end{equation*}
$$

for all $\delta w_{e} \in \mathrm{H}^{1}\left(\Lambda_{e}\right)$ such that $\delta w_{e}=0$ on $\Gamma \cup \Gamma_{e} \cup \Gamma_{e}^{D}$. Using the linearity of this problem and introducing linear continuous extension operators from $\mathrm{H}^{1 / 2}(\Gamma)$ and $\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)$ to $\mathrm{H}^{1}\left(\Lambda_{e}\right)$, it can be easily proved that $w_{e}(\xi)$ can be written as

$$
\begin{equation*}
w_{e}(\xi)=F_{\Gamma}\left(U(\xi)_{\mid \Gamma}\right)+F_{\Gamma_{e}}\left(w(\xi)_{\mid \Gamma_{e}}\right)+\bar{w}_{e}(\xi), \tag{39}
\end{equation*}
$$

where $\bar{w}_{e}(\xi)=0$ on $\Gamma \cup \Gamma_{e} \cup \Gamma_{e}^{D}$, and where $F_{\Gamma}: \mathrm{H}^{1 / 2}(\Gamma) \rightarrow \mathrm{H}^{1}\left(\Lambda_{e}\right)$ and $F_{\Gamma_{e}}: \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right) \rightarrow \mathrm{H}^{1}\left(\Lambda_{e}\right)$ are linear continuous extension operators with respective norms $\left\|F_{\Gamma}\right\|$ and $\left\|F_{\Gamma_{e}}\right\|$ independent of $\xi$, such that $F_{\Gamma}(v)=v$ on $\Gamma, F_{\Gamma}(v)=0$ on $\Gamma_{e} \cup \Gamma_{e}^{D}, F_{\Gamma_{e}}(v)=v$ on $\Gamma_{e}$, and $F_{\Gamma_{e}}(v)=0$ on $\Gamma \cup \Gamma_{e}^{D}$. From (38), we obtain that the normal flux on $\Gamma_{e}$, denoted $\lambda_{e}(\xi)=-B_{L}(w(\xi), \nabla w(\xi) ; \cdot) \cdot n \in \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)^{*}$ (with $n$ the unit normal to $\Gamma_{e}$ pointing outward $\left.\Lambda_{e}\right)$, is such that $b_{\Gamma_{e}}\left(\lambda_{e}(\xi), \delta w_{e \mid \Gamma_{e}}\right)=\ell_{\Lambda_{e}}\left(\delta w_{e} ; \xi\right)-a_{\Lambda_{e}}\left(w_{e}(\xi), \delta w_{e}\right)$ for all $\delta w_{e} \in \mathrm{H}^{1}\left(\Lambda_{e}\right)$ such that $\delta w_{e}=0$ on $\partial \Lambda_{e} \backslash \Gamma_{e}$, where $b_{\Gamma_{e}}$ denotes the duality pairing between $\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)$ and $\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)^{*}$. From (39), we deduce that

$$
b_{\Gamma_{e}}\left(\lambda_{e}(\xi), \delta v\right)=-g_{\Gamma}\left(U(\xi)_{\mid \Gamma}, \delta v\right)-g_{\Gamma_{e}}\left(w(\xi)_{\mid \Gamma_{e}}, \delta v\right)+b_{\Gamma_{e}}\left(\bar{\lambda}_{e}(\xi), \delta v\right)
$$

for all $\delta v \in \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)$, where $g_{\Gamma}: \mathrm{H}^{1 / 2}(\Gamma) \times \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right) \rightarrow \mathbb{R}$ and $g_{\Gamma_{e}}: \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right) \times \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right) \rightarrow \mathbb{R}$ are continuous bilinear forms with respective norms $\left\|g_{\Gamma}\right\|$ and $\left\|g_{\Gamma_{e}}\right\|$ independent of $\xi$, and $\bar{\lambda}_{e}(\xi) \in \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)^{*}$. By definition, $g_{\Gamma_{e}}$ is such that $g_{\Gamma_{e}}(v, v)=a_{\Lambda_{e}}\left(F_{\Gamma_{e}}(v), \delta w\right)$ for all $v \in \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)$ and $\delta w \in \mathrm{H}^{1}\left(\Lambda_{e}\right)$ such that $\delta w=v$ on $\Gamma_{e}$ and $\delta w=0$ on $\Gamma \cup \Gamma_{e}^{D}$. Choosing $\delta w=F_{\Gamma_{e}}(v)$ and using property (8) for $a_{\Lambda_{e}}$ and relation (12) for $(\mathcal{O}, \mathcal{E})=\left(\Lambda_{e}, \Gamma\right)$, we obtain that for all $v \in \mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)$,

$$
g_{\Gamma_{e}}(v, v)=a_{\Lambda_{e}}\left(F_{\Gamma_{e}}(v), F_{\Gamma_{e}}(v)\right) \geqslant \alpha_{a}\left|F_{\Gamma_{e}}(v)\right|_{\mathrm{H}^{1}\left(\Lambda_{e}\right)}^{2} \geqslant \frac{\alpha_{a}}{C_{\Lambda_{e}, \Gamma}^{2}}\left\|F_{\Gamma_{e}}(v)\right\|_{\mathrm{H}^{1}\left(\Lambda_{e}\right)}^{2} \geqslant \frac{\alpha_{a}}{C_{\Lambda_{e}, \Gamma}^{2} \beta_{\tau_{\Lambda_{e}, \Gamma_{e}}}^{2}}\|v\|_{\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)}^{2},
$$

where $\beta_{\tau_{\Lambda_{e}, \Gamma_{e}}}$ is the norm of the trace operator from $\mathrm{H}^{1}\left(\Lambda_{e}\right)$ to $\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)$. Then, let $\Gamma_{i}^{D}=\partial \Lambda_{i} \cap \Gamma_{D}$. The restriction $w_{i}(\xi)$ of the local solution $w(\xi)=\Theta(U(\xi) ; \xi)$ to $\Lambda_{i}$ is such that $w_{i}(\xi) \in \mathrm{H}^{1}\left(\Lambda_{i}\right), w_{i}(\xi)_{\mid \Gamma_{e}}=w(\xi)_{\mid \Gamma_{e}}$, $w_{i}(\xi)_{\mid \Gamma_{i}^{D}}=0$ and

$$
d_{\Lambda_{i}}\left(w_{i}(\xi), \delta w_{i} ; \xi\right)=\ell_{\Lambda_{i}}\left(\delta w_{i} ; \xi\right)-g_{\Gamma}\left(U(\xi)_{\mid \Gamma}, \delta w_{i \mid \Gamma_{e}}\right)+b_{\Gamma_{e}}\left(\bar{\lambda}_{e}(\xi), \delta w_{i \mid \Gamma_{e}}\right),
$$

for all $\delta w_{i} \in \mathrm{H}^{1}\left(\Lambda_{i}\right)$ such that $\delta w_{i}=0$ on $\Gamma_{i}^{D}$, where $d_{\Lambda_{i}}(\cdot, \cdot ; \xi)$ is a semi-linear form defined by $d_{\Lambda_{i}}(u, v ; \xi)=$ $a_{\Lambda_{i}}(u, v ; \xi)+n_{\Lambda_{i}}(u, v ; \xi)+g_{\Gamma_{e}}\left(u_{\mid \Gamma_{e}}, v_{\mid \Gamma_{e}}\right)$ for $u, v \in \mathrm{H}^{1}\left(\Lambda_{i}\right)$. Now, let $\langle\cdot, \cdot\rangle$ denote the duality pairing between $\mathrm{H}^{1}\left(\Lambda_{i}\right)$ and $\mathrm{H}^{1}\left(\Lambda_{i}\right)^{*}$. From properties of $a_{\Lambda_{i}}, n_{\Lambda_{i}}$ and $g_{\Gamma_{e}}$, we deduce that $d_{\Lambda_{i}}(u, v ; \xi)=\langle\hat{\mathcal{D}}(\xi)(u), v\rangle$ for all $u, v \in \mathrm{H}^{1}\left(\Lambda_{i}\right)$, where $\hat{\mathcal{D}}(\xi): \mathrm{H}^{1}\left(\Lambda_{i}\right) \rightarrow \mathrm{H}^{1}\left(\Lambda_{i}\right)^{*}$ is a radially continuous, coercive and strongly monotone map such that for all $u, v \in \mathrm{H}^{1}\left(\Lambda_{i}\right)$,

$$
\begin{aligned}
\langle\hat{\mathcal{D}}(\xi)(u)-\hat{\mathcal{D}}(\xi)(v), u-v\rangle & =a_{\Lambda_{i}}(u-v, u-v)+n_{\Lambda_{i}}(u, u-v)-n_{\Lambda_{i}}(v, u-v)+g_{\Gamma_{e}}\left(u_{\mid \Gamma_{e}}-v_{\mid \Gamma_{e}}, u_{\mid \Gamma_{e}}-v_{\mid \Gamma_{e}}\right) \\
& \geqslant \alpha_{a}|u-v|_{\mathrm{H}^{1}\left(\Lambda_{i}\right)}^{2}+\frac{\alpha_{a}}{C_{\Lambda_{e}, \Gamma}^{2} \beta_{\tau_{\Lambda_{e}, \Gamma_{e}}}^{2}}\|u-v\|_{\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)}^{2} \geqslant \alpha_{\hat{\mathcal{D}}}\|u-v\|_{\mathrm{H}^{1}\left(\Lambda_{i}\right)}^{2},
\end{aligned}
$$

with $\alpha_{\hat{\mathcal{D}}}=\frac{\alpha_{a}}{2 C_{\Lambda_{i}, \Gamma_{e}}^{2}} \min \left\{1, \frac{1}{C_{\Lambda_{e}, \Gamma}^{2} \beta_{\tau_{\Lambda_{e}, \Gamma_{e}}^{2}}^{2}}\right\}$ independent of $\xi$. Following the proof of Theorem 2.3 in Section 7.4, we obtain that the solution $w_{i}(\xi)$ is unique and can be written as $w_{i}(\xi)=G\left(U(\xi)_{\mid \Gamma} ; \xi\right)+\bar{w}_{i}(\xi)$, with $\bar{w}_{i}(\xi)=0$ on $\Gamma \cup \Gamma_{i}^{D}$, and where $G(\cdot ; \xi): \mathrm{H}^{1 / 2}(\Gamma) \rightarrow \mathrm{H}^{1}\left(\Lambda_{i}\right)$ is a Lipschitz continuous map with $\beta_{G}=\frac{\left\|g_{\Gamma}\right\| \beta_{\tau_{\Lambda_{i}}, \Gamma_{e}}}{\alpha_{\hat{\mathcal{D}}}}$ independent of $\xi$, where $\beta_{\tau_{\Lambda_{i}, \Gamma_{e}}}$ is the norm of the trace operator from $\mathrm{H}^{1}\left(\Lambda_{i}\right)$ to $\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)$. Finally, we deduce that for all $U, V \in \widetilde{\mathcal{U}}$,

$$
\begin{aligned}
& \|\Theta(U ; \xi)-\Theta(V ; \xi)\|_{\mathcal{W}}^{2}=\left\|\Theta(U ; \xi)_{\mid \Lambda_{e}}-\Theta(V ; \xi)_{\mid \Lambda_{e}}\right\|_{\mathrm{H}^{1}\left(\Lambda_{e}\right)}^{2}+\left\|\Theta(U ; \xi)_{\mid \Lambda_{i}}-\Theta(V ; \xi)_{\mid \Lambda_{i}}\right\|_{\mathrm{H}^{1}\left(\Lambda_{i}\right)}^{2} \\
& =\left\|F_{\Gamma}\left(U_{\mid \Gamma}-V_{\mid \Gamma}\right)\right\|_{\mathrm{H}^{1}\left(\Lambda_{e}\right)}^{2}+\left\|F_{\Gamma_{e}}\left(\Theta(U ; \xi)_{\mid \Gamma_{e}}-\Theta(V ; \xi)_{\mid \Gamma_{e}}\right)\right\|_{\mathrm{H}^{1}\left(\Lambda_{e}\right)}^{2}+\left\|G\left(U_{\mid \Gamma} ; \xi\right)-G\left(V_{\mid \Gamma} ; \xi\right)\right\|_{\mathrm{H}^{1}\left(\Lambda_{i}\right)}^{2} \\
& \leqslant\left(\left\|F_{\Gamma}\right\|^{2}+\beta_{G}^{2}\right)\|U-V\|_{\mathrm{H}^{1 / 2}(\Gamma)}^{2}+\left\|F_{\Gamma_{e}}\right\|^{2}\left\|\Theta(U ; \xi)_{\mid \Gamma_{e}}-\Theta(V ; \xi)_{\mid \Gamma_{e}}\right\|_{\mathrm{H}^{1 / 2}\left(\Gamma_{e}\right)}^{2} \\
& \leqslant\left(\left\|F_{\Gamma}\right\|^{2}+\beta_{G}^{2}+\left\|F_{\Gamma_{e}}\right\|^{2} \beta_{\tau_{\Lambda_{i}, \Gamma_{e}}}^{2} \beta_{G}^{2}\right)\|U-V\|_{\mathrm{H}^{1 / 2}(\Gamma)}^{2} \\
& \leqslant \beta_{\Theta}^{2}\|U-V\|_{\tilde{\mathcal{U}}}^{2},
\end{aligned}
$$

with $\beta_{\Theta}^{2}=\left(\left\|F_{\Gamma}\right\|^{2}+\beta_{G}^{2}+\left\|F_{\Gamma_{e}}\right\|^{2} \beta_{\tau_{\Lambda_{i}, \Gamma_{e}}}^{2} \beta_{G}^{2}\right) \beta_{\tau_{\Omega \backslash \Lambda, \Gamma}}^{2}$ independent of $\xi$, where $\beta_{\tau_{\Omega \backslash \Lambda, \Gamma}}$ is the norm of the trace operator from $\mathrm{H}^{1}(\Omega \backslash \Lambda)$ to $\mathrm{H}^{1 / 2}(\Gamma)$.

Using (26a) with test functions $\delta w=0$ on $\Lambda_{i}$ and introducing a linear continuous extension operator $R_{\Gamma}$ from $\mathrm{H}^{1 / 2}(\Gamma)$ to $\mathrm{H}^{1}\left(\Lambda_{e}\right)$ (with norm $\left\|R_{\Gamma}\right\|$ independent of $\xi$ ) such that $R_{\Gamma}(v)=0$ on $\Gamma_{e} \cup \Gamma_{e}^{D}$, we have that for all $V \in \widetilde{\mathcal{U}}$,

$$
b_{\Gamma}\left(\Psi(V ; \xi), \delta w_{e}\right)=a_{\Lambda_{e}}\left(\Theta(V ; \xi)_{\mid \Lambda_{e}}, \delta w_{e}\right)-\ell_{\Lambda_{e}}\left(\delta w_{e} ; \xi\right)
$$

for all $\delta w_{e} \in \mathrm{H}^{1}\left(\Lambda_{e}\right)$ such that $\delta w_{e}=0$ on $\Gamma_{e} \cup \Gamma_{e}^{D}$. Then, we obtain that for all $U, V \in \tilde{\mathcal{U}}$,

$$
\begin{aligned}
\|\Psi(U ; \xi)-\Psi(V ; \xi)\|_{\mathcal{M}} & =\sup _{\substack{v \in \mathrm{H}^{1 / 2}(\Gamma) \\
\|v\|_{\mathrm{H}^{1 / 2}(\Gamma)}=1}} b_{\Gamma}(\Psi(U ; \xi)-\Psi(V ; \xi), v) \\
& =\sup _{\substack{v \in \mathrm{H}^{1 / 2}(\Gamma) \\
\|v\|_{\mathrm{H}^{1 / 2}(\Gamma)}=1}} a_{\Lambda_{e}}\left(\Theta(U ; \xi)_{\mid \Lambda_{e}}-\Theta(V ; \xi)_{\mid \Lambda_{e}}, R_{\Gamma}(v)\right) \\
& \leqslant \beta_{a}\left\|\Theta(U ; \xi)_{\mid \Lambda_{e}}-\Theta(V ; \xi)_{\mid \Lambda_{e}}\right\|_{\mathrm{H}^{1}\left(\Lambda_{e}\right)}\left\|R_{\Gamma}\right\| \\
& \leqslant \beta_{\Psi}\|U-V\|_{\tilde{\mathcal{U}}}
\end{aligned}
$$

with $\beta_{\Psi}=\beta_{a} \beta_{\Theta}\left\|R_{\Gamma}\right\|$ independent of $\xi$.

### 7.9. Proof of Lemma 3.12

From the Lipschitz continuity of mappings $\Upsilon, \Phi$ and $\Psi$ (see Lemmas 3.10 and 3.11) and from the continuity of the linear map $C_{\widetilde{\Omega}}$, we deduce the Lipschitz continuity of $D(\cdot ; \xi)$ on $\widetilde{\mathcal{U}}$ and a fortiori on $\widetilde{\mathcal{U}}_{\star}$, with Lipschitz
constant $\beta_{D}=\beta_{c}\left(1+\beta_{\Upsilon}+\beta_{\Phi} \beta_{\Psi}\right)$ independent of $\xi$. From (29), we have that for all $U, V \in \widetilde{\mathcal{U}}$,

$$
\begin{aligned}
\langle D(U ; \xi)-D(V ; \xi), U-V\rangle_{\tilde{\mathcal{U}}}= & c_{\widetilde{\Omega}}(A(U ; \xi)-A(V ; \xi), U-V) \\
= & a_{\Omega \backslash \Lambda}(U-V, U-V)+b_{\Gamma}(\Psi(U ; \xi)-\Psi(V ; \xi), U-V) \\
= & a_{\Omega \backslash \Lambda}(U-V, U-V)+b_{\Gamma}(\Psi(U ; \xi)-\Psi(V ; \xi), \Theta(U ; \xi)-\Theta(V ; \xi)) \\
= & a_{\Omega \backslash \Lambda}(U-V, U-V)+a_{\Lambda}(\Theta(U ; \xi)-\Theta(V ; \xi), \Theta(U ; \xi)-\Theta(V ; \xi) ; \xi) \\
& \quad+n_{\Lambda}(\Theta(U ; \xi), \Theta(U ; \xi)-\Theta(V ; \xi) ; \xi)-n_{\Lambda}(\Theta(V ; \xi), \Theta(U ; \xi)-\Theta(V ; \xi) ; \xi)
\end{aligned}
$$

From assumptions 1.4 and 1.5, we have $a_{\Lambda}(w, w ; \xi) \geqslant 0$ and $n_{\Lambda}\left(w, w-w^{\prime} ; \xi\right)-n_{\Lambda}\left(w^{\prime}, w-w^{\prime} ; \xi\right) \geqslant 0$ for all $w, w^{\prime} \in \mathcal{W}$. Therefore, using property (8) for $a_{\Omega \backslash \Lambda}$ and relation (12) for $(\mathcal{O}, \mathcal{E})=\left(\Omega \backslash \Lambda, \Gamma_{D} \cap \partial(\Omega \backslash \Lambda)\right)$, we have that for all $U, V \in \widetilde{\mathcal{U}}$,

$$
\langle D(U ; \xi)-D(V ; \xi), U-V\rangle_{\tilde{\mathcal{U}}} \geqslant a_{\Omega \backslash \Lambda}(U-V, U-V) \geqslant \alpha_{a}|U-V|_{\mathrm{H}^{1}(\Omega \backslash \Lambda)}^{2} \geqslant \frac{\alpha_{a}}{\widehat{C}^{2}}\|U-V\|_{\mathcal{U}}^{2}
$$

where $\widehat{C}=C_{\Omega \backslash \Lambda, \Gamma_{D} \cap \partial(\Omega \backslash \Lambda)}$. Finally, using Lemma 3.8, we obtain that for all $U, V \in \widetilde{\mathcal{U}}_{\star}$,

$$
\langle D(U ; \xi)-D(V ; \xi), U-V\rangle_{\tilde{\mathcal{U}}} \geqslant \alpha_{D}\|U-V\|_{\tilde{\mathcal{U}}}^{2}
$$

with $\alpha_{D}=\frac{\alpha_{a}}{\widehat{C}^{2} C_{\tilde{U}}^{2}}$ independent of $\xi$. That proves the strong monotonicity of $D(\cdot ; \xi)$ on $\widetilde{\mathcal{U}}_{\star}$.

### 7.10. Proof of Theorem 3.13

First recall that the global solution $U(\xi)$ and all global iterates $U^{k}(\xi)$ are in $\widetilde{\mathcal{U}}_{\star}$ (see Lemma 3.6 and Theorem 3.7). Using relation (12) for $(\mathcal{O}, \mathcal{E})=\left(\widetilde{\Omega}, \Gamma_{D} \cap \partial \widetilde{\Omega}\right)$, the symmetry and property (18) for $c_{\widetilde{\Omega}}$, as well as the Lipschitz continuity and the strong monotonicity of map $D(\cdot ; \xi)$ on $\widetilde{\mathcal{U}}_{\star}$ (see Lemma 3.12 ), we obtain that for all $U, V \in \widetilde{\mathcal{U}}_{\star}$,

$$
\begin{aligned}
& \left\|B_{\rho_{k}}(U ; \xi)-B_{\rho_{k}}(V ; \xi)\right\|_{\widetilde{\mathcal{U}}}^{2} \leqslant \widetilde{C}^{2}\left|B_{\rho_{k}}(U ; \xi)-B_{\rho_{k}}(V ; \xi)\right|_{\mathrm{H}^{1}(\widetilde{\Omega})}^{2} \\
& \leqslant \frac{\widetilde{C}^{2}}{\alpha_{c}} c_{\widetilde{\Omega}}\left(B_{\rho_{k}}(U)-B_{\rho_{k}}(V ; \xi), B_{\rho_{k}}(U ; \xi)-B_{\rho_{k}}(V ; \xi) ; \xi\right) \\
& =\frac{\widetilde{C}^{2}}{\alpha_{c}}\left(c_{\widetilde{\Omega}}(U-V, U-V)-2 \rho_{k} c_{\widetilde{\Omega}}(A(U ; \xi)-A(V ; \xi), U-V)+\rho_{k}^{2} c_{\widetilde{\Omega}}(A(U ; \xi)-A(V ; \xi), A(U ; \xi)-A(V ; \xi))\right) \\
& \leqslant \frac{\widetilde{C}^{2}}{\alpha_{c}}\left(\left\langle C_{\widetilde{\Omega}}(U-V), U-V\right\rangle_{\tilde{\mathcal{U}}}-2 \rho_{k}\langle D(U ; \xi)-D(V ; \xi), U-V\rangle_{\tilde{\mathcal{U}}}+\rho_{k}^{2}\|D(U ; \xi)-D(V ; \xi)\|_{\tilde{\mathcal{U}}}\|A(U ; \xi)-A(V ; \xi)\|_{\tilde{\mathcal{U}}}\right) \\
& \leqslant \frac{\widetilde{C}^{2}}{\alpha_{c}}\left(\beta_{c}-2 \rho_{k} \alpha_{D}+\rho_{k}^{2} \frac{\beta_{D}^{2}}{\beta_{c}}\right)\|U-V\|_{\tilde{\mathcal{U}}}^{2}
\end{aligned}
$$

where $\widetilde{C}=C_{\widetilde{\Omega}, \Gamma_{D} \cap \partial \widetilde{\Omega}}$. If $\left\{\rho_{k}\right\}_{k \in \mathbb{N}}$ satisfies (31) with $\rho_{\text {sup }}<\frac{\beta_{c}}{\beta_{D}^{2}}\left(2 \alpha_{D}-\frac{1}{\rho_{\mathrm{inf}}}\left(\beta_{c}-\frac{\alpha_{c}}{\widetilde{C}^{2}}\right)\right):=\rho_{\mathrm{sup}}^{*}$, then the set of mappings $\left\{B_{\rho_{k}}(\cdot ; \xi)\right\}_{k \in \mathbb{N}}$ is uniformly contractive on $\widetilde{\mathcal{U}}_{\star}$, with a contractivity constant $\rho_{B}=$ $\left(\frac{\widetilde{C}^{2}}{\alpha_{c}}\left(\beta_{c}-\rho_{\inf }\left(2 \alpha_{D}-\rho_{\sup } \frac{\beta_{D}^{2}}{\beta_{c}}\right)\right)\right)^{1 / 2}<1$ independent of $\xi$. Then, we obtain that

$$
\left\|U^{k}(\xi)-U(\xi)\right\|_{\widetilde{\mathcal{U}}}=\left\|B_{\rho_{k}}\left(U^{k-1}(\xi) ; \xi\right)-B_{\rho_{k}}(U(\xi) ; \xi)\right\|_{\tilde{\mathcal{U}}} \leqslant \rho_{B}^{k}\left\|U(\xi)-U^{0}(\xi)\right\|_{\tilde{\mathcal{U}}}
$$

from which we deduce that the sequence $\left\{U^{k}(\xi)\right\}_{k \in \mathbb{N}}$ converges almost surely to $U(\xi)$ in $\widetilde{\mathcal{U}}_{\star}$. Also, with $U^{0}=0$, we obtain that $\left\|U^{k}(\xi)-U(\xi)\right\|_{\tilde{\mathcal{U}}} \leqslant\|U(\xi)\|_{\tilde{\mathcal{U}}}$. Since $\|U(\xi)\|_{\tilde{\mathcal{U}}} \in \mathrm{L}_{\mu}^{p}(\Xi)$ (see Corollary 3.9), the dominated
convergence theorem gives that the sequence $\left\{U^{k}\right\}_{k \in \mathbb{N}}$ converges to $U$ in $\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})$. Finally, from (30) and using the Lipschitz continuity of mappings $\Theta$ and $\Psi$ (see Lemma 3.11), we directly obtain that the sequence $\left\{w^{k}\right\}_{k \in \mathbb{N}}$ converges to $w$ almost surely and in $\mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{W})$, and the sequence $\left\{\lambda^{k}\right\}_{k \in \mathbb{N}}$ converges to $\lambda$ almost surely and in $\mathrm{L}_{\mu}^{p}(\Xi ; \mathcal{M})$.

### 7.11. Proof of Theorem $\mathbf{3 . 1 6}$

First, if initial guess $U_{\varepsilon}^{0} \in \mathcal{V}_{\delta}$ and if $\varepsilon^{*}<1-\rho_{B}$ and $\varepsilon \leqslant \delta\left(1-\rho_{B}-\varepsilon^{*}\right)$, we can prove by induction that all approximate global iterates $U_{\varepsilon}^{k}$ belong to $\mathcal{V}_{\delta}$. Indeed, suppose that $U_{\varepsilon}^{j} \in \mathcal{V}_{\delta}$ for all $j<k$. Then, the error at iteration $k$ is such that

$$
\begin{aligned}
&\left\|U_{\varepsilon}^{k}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})} \leqslant\left\|U_{\varepsilon}^{k}-U^{k}\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})}+\left\|U^{k}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})} \\
& \leqslant\left\|B_{\rho_{k}}^{\varepsilon}\left(U_{\varepsilon}^{k-1}\right)-B_{\rho_{k}}\left(U_{\varepsilon}^{k-1}\right)\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})}+\left\|B_{\rho_{k}}\left(U_{\varepsilon}^{k-1}\right)-B_{\rho_{k}}(U)\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})} \\
& \leqslant \varepsilon\|U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})}+\left(\rho_{B}+\varepsilon^{*}\right)\left\|U_{\varepsilon}^{k-1}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})}
\end{aligned}
$$

As $U_{\varepsilon}^{k-1} \in \mathcal{V}_{\delta}$ and $\varepsilon \leqslant \delta\left(1-\rho_{B}-\varepsilon^{*}\right), U_{\varepsilon}^{k} \in \mathcal{V}_{\delta}$. By induction, we finally prove that $U_{\varepsilon}^{k} \in \mathcal{V}_{\delta}$ for all $k \in \mathbb{N}$. It means that if initial global iterate $U_{\varepsilon}^{0}$ is contained in the open ball $\mathcal{V}_{\delta}$ of radius $\delta\|U\|_{L_{\mu}^{p}(\Xi ; \tilde{\mathcal{U}})}$ centered at the exact global solution $U$, then all global iterates $U_{\varepsilon}^{k}$ remain in this ball. Subsequently, we obtain that

$$
\begin{aligned}
\left\|U_{\varepsilon}^{k}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{u}})} & \leqslant \varepsilon\|U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{u}})} \sum_{j=0}^{k-1}\left(\rho_{B}+\varepsilon^{*}\right)^{j}+\left(\rho_{B}+\varepsilon^{*}\right)^{k}\left\|U_{\varepsilon}^{0}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})} \\
& \leqslant \frac{\varepsilon\left(1-\left(\rho_{B}+\varepsilon^{*}\right)^{k}\right)}{1-\left(\rho_{B}+\varepsilon^{*}\right)}\|U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{u}})}+\left(\rho_{B}+\varepsilon^{*}\right)^{k}\left\|U_{\varepsilon}^{0}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})} \\
& \leqslant \frac{\varepsilon}{1-\left(\rho_{B}+\varepsilon^{*}\right)}\|U\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{U}})}+\left(\rho_{B}+\varepsilon^{*}\right)^{k}\left\|U_{\varepsilon}^{0}-U\right\|_{\mathrm{L}_{\mu}^{p}(\Xi ; \widetilde{\mathcal{u}})}
\end{aligned}
$$

and therefore, as $0<\rho_{B}+\varepsilon^{*}<1$, the approximate sequence $\left\{U_{\varepsilon}^{k}\right\}_{k \in \mathbb{N}}$ satisfies (33), with $\gamma\left(\varepsilon, \varepsilon^{*}\right)=\frac{\varepsilon}{1-\left(\rho_{B}+\varepsilon^{*}\right)} \rightarrow$ 0 as $\varepsilon \rightarrow 0$.
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